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PREFACE
This document contains the proceedings of the workshop "Research Trends in

Military Communications," held May 1-4. 1983 in Wickenburg, Arizona. Sponsored by the
Army Research Office (under Contract DAAG29-83-M-0065) and organized by the

*" . Communication Sciences Institute of the University of Southern California, the workshop
had as its objective the review of basic research in spread spectrum communications, the
evaluation of present needs, and the determination of fruitful future research areas.

Panels were formed in four basic areas: (a) array signal processing in the spread
spectrum environment, (b) spread spectrum communication in jamming, (c) applications of
coding to spread spectrum communication, and (d) spread spectrum networks. Efforts
were made to balance every panel with participants from each of the academic. industrial.
and military laboratory communities. Each panel session consisted of formal
presentations by each member followed by at least a one-hour general discussion.

All sessions were tape recorded and transcribed in an effort to accurately preserve
the sense of the discussions. Transcripts of presentations were edited for clarity and for
making references to the speaker's slides. The results were approved by the presenters.
Hence the following proceedings are, for the most part. not formally prepared papers. but
edited transcripts. Some speakers also submitted prepared documents on their area of
interest, and these also are included in the proceedings.

Special thanks for the production of these proceedings goes to Mrs. MilIv
Montenegro, the workshop secretary and typist. Thanks for a job well done also go to
John Silvester, Mary Ann Kiefer, and Peter Pawlowski. who along with the workshop
chairmen. edited the proceedings manuscript.

Dr. Robert A. Sch

.

Dr. Charles L. Weber
Workshop Co-chairmen
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SESSION 1 - ARRAY SIGNAL PROCESSING IN A SPREAD
SPECTRUM ENVIRONMENT

P PAUL FEINTUCH question arises as to whether or not the
adaptive algorithm is going to converge,

Our first session deals with Array or synchronize, prior to synchronization by
o Signal Processing in a Spread Spectrum the spread spectrum modem. Then there is

, environment. There exist really two distinct the problem of noise being produced by

approaches to developing immunity to the adaptive algorithms' learning process
jamming. One is spatial processing; the which can impact the spread spectrum
other is temporal or signal processing. The operation. Another consideration is the
spatial processing relies on the jammer fact that when you view the spatial null
and signal being in two distinctly different that this adaptive processor is going to
directions so that it is possible for the place on the jammer, you envision that
adaptive processor to estimate the energy null at a single frequency. If you change
arrival angle of the jammer and adjust its frequencies, the aperture of your array is
spatial response to put a null in that going to change and the null is going to
direction while preserving an almost full change in location, or in depth. Yet we
main lobe response in the direction of the need to preserve the nulling properties of

signal. You can view this as pre-whitening the adaptive process over the entire
'.,"~~th adptv proes spvtia thes entire nais h

.the spatial noise field which contains the bandwidth of the spread signal if we are
jammer as one of its principle going to combine both techniques So you
Scomponents, and then attempting to match can see from this that we really have an
the beam peak to the plain wave energy interdisciplinary problem here. I think most
arrival angle of the signal. The temporal people, as I, have worked in one area or
approach instead takes the signal, spreads the other, but not in both. What our
it out in frequency by hopping or panelists are going to try to do today is
modulating with a pseudonoise sequence, put these two areas in the proper context.
and then preserves that information for
the receiver to use while denying that Our first speaker will be Irv Reed
information to the jammer. Therefore, the He's going to give us two talks. One is a

temporal part of the problem can also be brief history or an introduction to adaptive

'o -', viewed as a matched filter. arrays. His second talk will come after the

The p r qbreak. To inspire the discussion he'll
AdapThe primary question in applying present a whole new algorithm for spread
Adaptive Array Processing to the Spread spectrum communications. John Bailey will
heSpectrum environment is to what extent look at wideband systems and the need to
nthese two matched filtering operations apply sidelobe cancelling to them to
otinterfere with one another. Among the preserve the null over the entire spread
e potential problems are those that would spectrum band. Marlin Ristenbatt will give

be eounere i p n adaptive us some of his thoughts and concerns on

array to any problem. The adaptive array applying the adaptive arrays and the PN
needs a reference waveform, or stored sequences. Jim Dupree will present a

, spatial replica of the signal to drive the generally unknown application, namely, the
adaptive algorithm. In this case we have to TDRSS satellite system. Bob Dinger has a
decide whether that reference should be novel approach to developing the adaptive
the spread or the despread signal. There is weights for the whole array. He uses

,. .. also a convergence process involved in parasitic elements and coupling to set all
any of the adaptive algorithms. The the weights rather than trying tothet

.%4%
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determine weightings on each element Although the physical realizations of
independently. So with that. our first VICI and the periodogram detector were
speaker will be Irv Reed. vastly different, my visit with Paul Howells

convinced us that both systems could
accomplish identical functions. The groups

What I've done is prepared a brief at GE and Lincoln Laboratory had invented
istory of adaptive arrays as I know the independently optimum matched-filter
subtec Undoubtedly I left many people systems for the detection of
out In the history because of t Doppler'shifted pulse trains, received from
shortness of it, so it is necessarily a pulse-Doppler radar. His method was a

incomplete. It extends over 26 years. swept frequency method whereas ours
was an actual filter bank. He used an

History of Adotlve Arrays integrating delay line i we used a hybrid

This is a brief and necessarily digital storage system.
Incomplete history of adaptive array If Paul Howells was disappointed in
technology, extending over the past 26 discovering that he was not the sole
years. The author was a participant in this inventor of a Doppler filter-bank detector.
development and is only human. Thus, as it was not discernible to me. Besides
it might be expected, this treatment of the demonstrating the very substantial
development of adaptive arrays is capabilities of VICI against clutter, chaff
somewhat biased. and weather, he told me about a new

The first practical technique for technique he had for eliminating jamming
electronically steering an antenna null in as well. This was the concept of his now
the direction of a jammer was invented in famous side-lobe canceller.
1957 by the late Paul W. Howells while at The world of radar and
the General Electric Corporation, Syracuse, communications was not ready in the lateNY. This novel concept was patented, 1950's for the single side-lobe canceller.

applied for in 1959, awarded 1963, as US He was ahead of his time. It was not until
Patent #3202990 with title, 'Intermediate 1962 that Paul Howells and Sidney
frequency side-lobe canceller'. Applebaum successfully tested a five-loop

My first knowledge of Paul Howells' side-lobe canceller against five jammers,
work in adaptive side-lobe nulling came that real interest was generated. This
from a visit to his laboratory in 1957 success led them a year later to an
During this time period at MIT Lincoln important opportunity at the Syracuse
Laboratory a method for automatically University Research Corporation (SURC). At
detecting a train of pulse Doppler radar SURC Paul Howells along with Sid
returns was conceived by Edward J. Kelly Applebaum was given a moderately free
and myself. Though it was called by us a hand In his Special Projects Laboratory to
"perlodogram detector', it was actually an Investigate the applicability of adaptive
arly version of a filter-bank detector for a techniques to several radar programs.

pulse-Doppler radar. About the same time These included the over-the-horizon radar
that Ken Perry implemented the for RADC, ballistic-missile defense radars
periodogrem detector, w at " oln for ARPA, ABMDA and BMDATC and more
Laboratory heard of Paul H4. ,.:*s - CI (for recently adaptive cancellation of both
"velocity-indicating coherent -Jilcator) at clutter and jamming in AEW radars. The
G.E., Syracuse. latter AEW radar program began in 1972

and was sponsored by NRL, GE and

*, %.1 ., %*-' . .. %-,' -- ~ ~ . . " ..
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Technology Service Corporation. early paper in this area was, "Pattern-
The so-called fully adaptive array Recognizing Control Systems" by

concept was conceived by Sid Applebaum B. Widrow and F.W. Smith and presented at
and reported in his SURC report the 1963 Computer and Information
TR-66-001, Aug. 1965, titled, "Adaptive Sciences Symposium, Wash., DC. To my

Tr-rays. Aug. 1965rt, tita le "Adtiv o knowledge, however, the earliest version
Arrays.of an adaptive filtering system was what is

, workers, in the field was later published as
called the RAKE system developed by

a paper in the IEEE Transactions on
Robert Price in 1957 for compensating for

Antennas and Propagation in 1976. ionspheric multipath. As you know
My first knowledge of Sid ionspheric communication usually ends up

Applebaum's report came from a visit with 1,2 or 3 multipaths versions of the

made by Lawrence E. Brennan and myself signal and Robert Price developed one of
as representatives of the RAND carp. early the earliest adaptive filters to compensate
in 1965. Larry Brennan and I were looking automatically for this multipath problem.
at that time for new concepts to improve An earlier definitive study on
the signal-to-clutter performance of

S airborne radars. This visit to SURC ledreport,
aibornel radars. This visttr ancelo "Adaptive Filters I", Stanford University
ultimately to new clutter cancellation Electronics Laboratory TR-6764-6, Dec.
techniques using adaptive arrays which are 1966. The first publshed paper on adaptive
applicable to AEW radars. These concepts arrays in the open literature was, "Adaptive
were developed on NAVAIR contracts with Antenna Systems", by B. Widrow, P.E.
the Technology Service Corp from 1969 to Mantey, L.J. Griffiths and B.B. Goode in the
1972 at which time the adaptive AEW IEEE Proceedings 1967. Although this well-
radar program came under the known paper came after the 1966 SURC
sponsorship of NRL with NRL, GE. SURC report of S. Applebaum, it was the first
and TSC as the principle participants.-. ,' paper on adaptive arrays published in

The Howells-Applebaum adaptive English. Remarkably, the written work on
array technique can be derived from a adaptive arrays both by Applebaum and

* maximization of the signal-to-noise ratio Widrow was preceded by a thesis written
for a colored noise space-time process. in France in 1965 by H. Mermoz. This
Another independent approach to the thesis was titled, "Adaptive Filtering and
adaptive array utilizes the recursive least- Optimal Utilization of an Antenna", at the
squares minimization algorithm which is Institute Polytechnique, Grenoble, France.
usually the technique that is applied to The LMS algorithm in the 1967 paper
communications. The LMS algorithm of Widrow and his coworkers is based on
approach to adaptive arrays and filters was the classical method of steepest descent.
spearheaded by Prof. Bernard Widrow and; is sudets a Stnfor Unversty.Though maximum signal-to-noise (MSN)
his students at Stanford University. algorithm of Howells-Applebaum and the

Widrow introduced his concepts to LMS algorithm of Widrow were found
adaptivity at the 1960 IRE WESCON with independently by totally different methods,
the paper, 'Adaptive Switching Circuits" by they are, in fact, very similar. For the
B. Widrow and M.E. Hoff. In this paper he known or sure signal the MSN and LMS
first develops what he later called the LMS algorithms both converge to the optimum
algorithm for adaptive learning, filtering Weiner solution. One way of thinking about
and array processing. Related to adaptive an adaptive algorithm is as a Wiener filter

d filtering is adaptive pattern recognition. An where the filter coefficients are found
.. I

U 60-
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automatically. This equivalence was formulated his concept in "Adaptive
demonstrated in 1972 by Brooks and Reed Arrays: On Power Equalization with
in IEEE AES-8. Proportional Control", Ohio State University

The LMS algorithm for adaptive Quarterly Report 3234-1, Dec. 1971.

'. arrays was developed by two of Widrow's Compton's power equalization technique

former students. In 1969 L.J. Griffiths for adaptive arrays equalized the power

developed in IEEE Proc. 57 an adaptive out of the array of the desired signal and
alo, fthe interference to a signal-to-noise levelalgorithm for wide-band frequency that would permit matched filter

antennas. In 1972, O.L Frost in IEEE Proc. ationwof teir salatite

60 found an adaptive algorithm for arrays arautu.n ire a of thi"-" ithcontraits.Ther wrk hs iporant array output. An important feature of this
with constraints. Their work has important technique is that no prior knowledge of
applications in communications and the si ue is rir ed Ti
passive SONAR problem. signal structure is required. This

technique was further generalized and

Other contributions to adaptive array improved in 1971 by C.L. Zahm in IEEE
for use in passive SONAR were V.C. AES-9. Another approach to signal lock-up
Anderson (1969), H. Cox (1969), and N.L. and acquisition which has application to a

- Owsley (1969). Owsley wrote the important wide-band JTIDS-like system was
1969 report, "A Constrained Gradient described recently by Brennan and Reed in
Search Methods with Application to IEEE AES-18 (1981), which I'll talk about
Adaptive Sonar Arrays", U.S. Naval later this morning.
Underwater Sound Laboratory, Tech. Doc.
#2242-207-63. The paper of Frost and the algorithm with application to adtive

report of Owsley are closely related, yet arsor rada as ben dve
copeetr.arrays for radar has been developed
complementary. further by Brennan and his coworkers,

Closely allied to the LMS algorithm including John S. Bailey and myself, at
of Widrow and coworkers are the adaptive Technology Service Corp and more
equalizer algorithms developed by R. Lucky recently Adaptive Sensors, Inc. from 1970
and coworkers at the Bell Systems to the present. This group extended the
Telephone Laboratory, beginning in 1965. adaptive array concept to include
Again I go back to the RAKE idea of Dr. adaptivity in both the spatial and the time
Price and his algorithm as the earliest domain, in order to achieve jamming
adaptive equalizer. Lucky's first paper on cancellation and clutter rejection
the subject was, "Automatic Equalization simultaneously. In 1978 this work
for Digital Communications", BSTJ, Apr. culminated in the paper, "Adaptive Arrays
1965. An adaptive equalizer is an adaptive in Airborne MTI Radars", IEEE AP-24, by
filter that attempts to adjust for changing L.E. Brennan, J.D. Mallet and I.S. Reed.
channel characteristics. And that's exactly The Brennan group also showed that
what the RAKE system did. It slowly fast adaptivity can be achieved by the
changes filter coefficients in such a direct method of adaptive weight
manner as to compensate for the computation, the so-called sampled-matrix
multipath structure in the ionsphere. inversion (SMI) technique, i.e., an open

" In 1971 Dr. R.T. Compton attacked loop adaptive algorithm. An analysis of the
the problem of acquiring a weak, desired, number of samples required for the SMI
communication signal in the presence of method of adaptivity was given in 1974 in
strong jamming or interference by the use paper, "Rapid Convergence Rate in
of adaptive arrays. Compton first Adaptive Arrays", IEEE AES-10, by Reed,

-,p
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Brennan and Mallet. This analysis was was filed in 1959. It was undoubtedly
based on earlier work in 1963 of the under some sort of secrecy order so it
statistician M.R. Goodman in Annuals of wasn't patented until 1965. I don't know
Math. Stat. Vol. 34. Goodman's work in whether the delay of the patent office or
turn goes back 50 years to the early the secrecy order caused the delay. It is

" statistician, J. Wishart and M.S. Bartlett. It interesting to note for those people who
is the probability distribution of Wishart are concerned with technology transfer,
applied to a joint Gaussian process which that by not patenting this earlier, the
makes possible an exact analysis of the subject did not grow at all from 1959 to
SMI adaptive array technique. 1965. In other words, the only people

Both the LMS algorithm of Widrow working on the subject were at SURC. But

and the MSN algorithm suffer from a slow immediately after this
cha being, everybody started to work on the
convergence when there is a wide spread subject. Sidelobe cancellers became
in the eigenvalues of the steady-statecovaiane marix A nmbe of something that everybody could use. Also
covarianceinteresting to note is that the French

* accelerated gradient techniques are independently discovered it, so holding
" developed to improve this situation. One. - -things back is not necessarily a good idea.

such technique is the conjugate gradient
algorithm for adaptive nulling. Slide 2 is the actual sidelobe

R e l l e c e si t canceller. Number 10 in Fig. la could be'. "-Recently large-scale distributed
thought of as a radar antenna; it is just adigital processors have become a reality, standard dish. Number 12 in Fig. la is an

This development makes real-time SMI OMNI antenna which has a lower gain, The
adaptive array processing a real possibility, fact that the OMNI has a low gain
A promising approach to realize this type compared to the high gain radar antenna
of algorithm is to use a cascaded says that the OMNI will see the actual
processor such as a Gram-Schmidt says tha th M will see cu

radar signals with a much lower SNR.network. The convergence time of a- cascaded Gram-Schmidt adaptive array Consequently, the signals don't get
procaesor wa-Shwn byaBren alret cancelled in this process. I will go into the
processor was shown by Brennan, Mallet mathematics of this later.
and Reed in 1977 to be comparable with

J the SMI algorithm. Chapter 8 of new book, Figure 2 in Slide 3 shows the actual
* Adaptive Arrays by Monzingo and Miller circuit that Paul Howells used. By the way,

contains a summary of these results. in those days, such circuits were all

- Adaptive array processing has come realized with tubes in his days.

:. a long way from Paul Howells' side-lobe Slide 4 A better diagram is given in
. canceller. Only now after a quarter of a a recent paper that Paul Howells wrote

- century have such systems reached actual wherein he describes the operation
production and field use. Paul would somewhat better. Figure 3 shows what
indeed be proud to know that the 25 to 30 he's trying to do. You can think of the
dB improvement in performance against actual original antenna pattern as a sinx
jamming and interference that he promised over x pattern. The OMNI is superimposed
us those past many years has finally come on that. One takes the linear combination
about. of those two patterns and puts a null

Slide 1 I want to now just go briefly (forces a sidelobe to be zero at that point),
to a s lide s you go see so that the jammer coming in the sidelobeto a few historical slides. As you can see, at that angle is nulled out. One creates*' .-. Slide 1 is the first page of the patent. It

' • automatically, a linear combination of the

24=
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main beam and the sidelobe in such a In the radar problem or the
manner that the sidelobe is cancelled out. communication problem where you can
This is done by essentially a nonlinear separate the signal from the noise, i.e., put
operation - a mixing operation and a a null in the direction of the signal, you
filtering operation, have, under the noise alone hypothesis,

Slide 5 Another way of looking at the probability density given in Eq. 1 on

this is to take away the carrier frequency Slide 9 assuming Gaussianit. For signal-

so that we are dealing only with complex plus-noise you would get the density

- numbers. Consider Figure 4. The output of given in Eq. 2. If you take the likelihood

the main beam is called B, and x is the ratio, as in Eq. 3 you can prove that 1(x) is
• . a monotonic function of the quantity

output of the auxiliary antenna. Take the a*m onoo m ti, the u nw its

conjugate of x and mix it with the filtered s'M-1x. From this, the optimum weights

output. In other words, we create Y=B-wx. are found to be WM-1s as in Eq. 6.
Then this result is filtered. Finally form the filter z=w*x with theseweights. This is the optimum space time

Slide 6 What one is trying to do is filter.
the following. First form y which is the Slide 10 The array output is given by
output of the main beam, i.e. yw*x where K Sld 10 The SNR at the output of
x is the output of the OMNI or low gain IlWkxk W*x.
antenna. Then form the error signal z=w*x. the array is given by

The mean square value of z is given by Eq. a1 W*sl
2 on slide 6. There, xx* transpose is what
one calls a moment matrix M. (See Eq. 3.)
Then complete the square as in Eqs. 4-5 N w*MV
and you will find that the mean square The SNR is maximum when wM 1s. This
error is lower bounded as in Eq. 6. You exsn is the gen s. tis
will find then that this bound holds only expression is the generalized SNR ratio for
when w is as given in Eq. 7, i.e. any weight vector.

Slide 11 Now suppose that you want
. Yan estimate of the covariance function.
W. - M, Yy* You take the estimate A of the covariance

The, P H efunction M. Next take its inverse. Then W =
tThe Paul Howells/Applebaum criterion -s is an estimate of weight vector

attempts to achieve this weight in. a w. The output SNR is then given by Eq. 2
recursive manner. on slide 11. You can form the ratio of the

Slide 7 Figure 5 shows the output SNR to the maximum output SNR

implementation of the algorithm. You put which occurs for optimum weights. Call
what is called a steering signal ~' into the this ratio p(N,k) as in Eq. 3. One can find
amplifiers. The array output istqnVn. The the probability density of p. This can be

space-time version of this as shown in accomplished with the Wishart distribution.
Figure 6. It is a more complicated circuit. You will find the pdf is the Beta function
Information is taken from both tap delay given in Eq. 5. An important quantity one
lines and from different antenna elements can get out of this is the mean number of
and a generalized weight vector is formed samples required, which is given in Eq. 6.
based on both of these, using the same This formula means that if you suppose
generalized criteria as before. The so that the number of degrees of freedom is
called MSN algorithm can be obtained in n, and if you have roughly 2n samples of
this manner. data to estimate the covariance matrix,

%g
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then you will lose on the order of only
about 3dB sensitivity on the average.

5Slide 12 The general processor of
today looks like the one shown in Figure 7.
You have a lot of A-D converters on chips
with N signals coming in. You have
complex signals I and 0. although this
could be done on a low frequency or IF
carrier. Then you have a digital processor
or some type of high-speed pipe-line
processor which now forms the output of
the array.
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P 0 (X exp{-X*M 1 X) Eq. (1)

IQ°,I

P1 (X) (2)
P1  =k1 expf( -i ) -2

MI () . -S ) ( -1 lx + *M )()

L(X) = P exp{-S M S1  S M1 X + X+M 1 
SI

S1 = ae io S (4)

M E{NN*) (5)

L(X) is monotonic increasing function of SM-I X

Optimum weights a W* S
*M -

W =M-I S (6)

Output : Z = W*X ; compare IZI with threshold (7)

SLIDr 9

K
ARRAY OUTPUT -r w * . W*X (Eq. 1)

k= k

W - COLUMN VECTOR OF ARRAY WEIGHTS (COMPLEX)

X = COLUMN VECTOR OF ARRAY ELEMENT OUTPUTS (COMPLEX'

OUTPUT SIGNAL POWER =a W*S:
2

S - COLUMN VECTOR OF SIGNAL PHASORS

NOISE POWER - E W*N 
2  

. W MW

N - COLUMN VECTOR Or RANDOM NOISE COMPONENTS

M - COVARIANCE MATRIX OF NOISE NN

a2 1WS 2

a W
W MW

IS MAXIMUM. FOR W 2 M'IS

ALSO OPTIMUM WEIGHTS FOR SIGNAL DETECTION
IN GAUSSIAN NOISE

SLIDE 10

-*..-** -... 2.*.A
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DIGITAL ADAPTIVE ARRAY - APPLY WEIGHTS TO NEW SAMPLES

* ,"

- -S Eq. (1)

R1  output signal-to-noise ratio

"W St2  (2)

(M*MW)

RlIlN,K )

* _ r*-~-.~* (NK) r(, ; K elements. N samples (3)
0

" R (NK) Output signal-to-noise ratio with optimun weights

. _ -S'MI S  ; Wo a MI S (4)

N: (1.OK-2 N*I-K

P( - N-: (6)

SLIDE 11.

SL- DIGITAL ADAPTIVE ARRAY-C.

xTM X2(t) . . . XN(t)

-yqust Rate

S's

1PComplexc Samples Ii Ek Ik
(I and )

DIGITAL PROCESSOR

- Compute adaptive weights

- Form &ffCy Output

N

L Zk a , WR'nk
nol

* Very rapid convergence

* Apply weights to new samples or "same" Samples

9 Demonstrated experimentally

S Fiqure 7.
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JOHN BAILEY: I was asked to give the diagram that Irving Reed put up Take
an overview of sidelobe cancelling an example of 1 beam and 1 auxiliary
techniques used in wideband systems channel as shown in Figure 3. Of course
Slide 1 I am going to talk about a this could also just be two OMNI channels
technique which I think is the wave of the in a communication system. What one is
future. I will also be talking about receiver trying to do is take the E channel, which is
equalization because in wideband systems an OMNI, and adjust the relative amplitude
that becomes a very important and phase, such that when you add it to
consideration. the beam in amplitude and phase in the

direction of the sidelobes. the formed
Slide 2 indicates what we mean by a

sidelobe cancellor. The E is a column beam will cancel out the jammer. In point

vector of all the inputs in the system B of fact, the algorithm we alluded to will

refers to a formed beam from elements in maximize the total signal to jamming plus

- an array. See Slide 2 El through E4 form noise ratio in the system If you form the
-: auxiliary channels from which one could two by two covariance matrix you'll have 4

potentially cancel 4 jammers. that in terms which will be the expected value oflthe power in the beam and the auxiliary
, general would be an N vector. The steady channel in the cross-correlation terms.

state covariance matrix is the expected

value of the outer product where each One of the very important properties of

term of the covariance matrix would be this incidentally is that the adaptive beam
output is orthogonal to the E channel thatthe cross-correlation between the average.'-' we are adapting with. More about that

value of the appropriate terms in the
: steady state on the assumption of later.

stationary statistics. Slide 4 The other introductory type

What one normally means by of information I'd like to talk about before
sidelobe cancellor is that the array is not getting to SLC is just a brief review of the* eeoe ,c.ori ht h rayi o techniques that are currently being used
fully adaptive. That is, when you apply a th e ld alo systes w ee w eta

steering vector to form an adaptive weight abold anlogauystem s he r wa

vector you apply a I in the direction of about Applebaum/Howell loops. Widrows

in algorithm, modern versions that Griffiths•the formed beam. In general, however, in and people like Frost more recently
a fully adaptive array the steering vector

that would be applied adaptively would proposed, basically take the same set of
- ioolinear equations and attempt to solve them

incorporate the apriori known phase in some iterative sense, usually with an
'and/or relative amplitude of the signal analog system. The Applebaum/Howell is
coming in from a given direction.

an algorithm that maximizes signal noise
The equation N a M-1§ is nothing ratio. The Widrow algorithm finds the

more than matrix notation for a set of least mean square residue between the
linear equations. All algorithms, either output of the array and some apriori
implicitly or explicitly solve this set of known signal generated as a pilot signal

* linear equations. They could do so by and generated internally. Such things as
physically inverting the covariance matrix, equalization networks fit into this category.

"" M, which could be done iteratively as in all A property of all of these iterative
the old techniques. I'll get into that shortly, techniques is that the speed of
when we go into digital systems. convergence is a function of the structure
"of the noise field. Specifically the

I'll use an example that doesn't have otenoe feld Spc the
an mthmaic i i bt s naogusto convergence depends upon theany mathematics in it but is analogous to eigenvalues of the covariance matrix. Even

". ,r ' "''. " - "" '. '',,''; ''. " .. ,''."..' ' " " '" ' ," " . .• " " " '--' . ."." • ." " ", , ' ".". -. -,"'"- '. , '
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though one never physically forms a Once you do these things digitally, you
covariance matrix, they implicitly solve could also potentially form a covariance
that same set of linear equations. matrix, let's say with 2N samples, invert it,
Furthermore, you can show that if the determine an adaptive weight, and then
eigenvalues are significantly different, rather than applying that adaptive weight

,A* which might correspond to an example of to new data, you could apply it to the
' two unequal power jammers, that there same data. The virtue of that is that this

does not exist a conceptual will still work essentially perfectly against
.. implementation that converges rapidly. any conceivable blinking strategy of time
- That is, it may take literally thousands of varying noise field. There will no longer
, .. samples of instantaneous bandwidth to exist, for example, blinking strategy of

: . make the algorithm converge. Now, as we jammers that could defeat that type of
evolve towards digital technology, we have system. Essentially you would always be
shown that if instead of using the steady applying the data to what was measured
state covariance matrix in the optimum for that same data. What this says is that
weight, one uses a sample version of that the measure of performance is essentially

N . covariance matrix with order 2N sainples, the same as it is for reprocessing new

* you'd be nearly as well off as you would data. It takes exactly one sample more
- have been in the steady state case This to when you reprocess the same data.

me is one of the most fundamentally Implicit in what I said is that this
important results that is now currently achievable performance is now completely
being used, and will be used in the future independent of the structure of the noise
because it will speed up convergence fields. It is no longer eigenvalue
times by orders of magnitude. Just to give dependent. I bring this up in this detail
an example suppose one had a 5 mHz now because it is very important when
bandwidth system, corresponding to a 200 considering digital configuration for spread

• . nanoseconds narrow pulse with 5 adaptive spectrum applications With that
degrees of freedom in the system. Then in background, we'll now delve into an

effect that says that after only 10 samples attempt to quantify the widebandwidth
subtending 2 microseconds, one has problem.

*'1' sufficient information to give a nearly• Visualize an array of N elements with
optimum solution as one would have in ammin coming in some direction of e
the steady state analysis. Given that the

See Slide 5. The distance between the end
real world or jamming field may be time of the array and the ith filament is d . If
variant, for example, due to blinking you write down a formed beam with any
jammers or whatever, this offers a• -"set of weights (as in Eq. 1, Sle 5)
potential order of magnitude increase in whether adaptive or deterministic, you'll

-, convergence times. end up with a beam pattern with the
My K is the number of adaptive following property: ih you switch over to

degrees of freedom, Reed's K was the total another frequencv, since you have f sin e
.-. number of channels in the system. R is the in the phase term, a change in frequency

T.

output signal to residue, where residue is is equivalent to a change in sine of angle
.. receiver noise plus jamming residue, given space and therefore you will have different

that you have K samples of the sample sidelobes structures at different
L covariance matrix over what would have frequencies. Therefore, in a wide

been achievable with an infinite number of bandwidth system it will be impossible in
samples. The appropriate probability principle to perfectly cancel jammers at all

-" density distribution is the f-distribution, frequencies because they have different

* . '. . . , .,.. .. 1 ........ , .... . , ,' .~ .. ,, .. ' ," " , , . , . , ' ~ , , .5, A .. ... .
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patterns. The useful artifice for looking at A sin e
this will take advantage of a fairly intuitive TB =- -R----- B
algorithm. Slide 6 If you have a broadband
system with a point source, as shown in
Slide 6, with different patterns at different as shown in Eq. 4. Now what can be
frequencies, it mathematically equivalent shown is that if you have a full aperture.
to a narrowband system 1 frequency and you ask what is the achievable
where the jamming source is spatially cancellation ratio in wide bandwidth
spread. In this case, the shape of the system, you end up with Eq. 5. This will
beam would be the receivers response tell you the achievable cancellation ratio in
appropriately scaled in sine of angle space the sidelobe cancellation system, with

There are two different ways of aperture A. bandwidth B, from a jamming

looking at the broadband problem. One direction of e. Coincidently, when e is

can look Slide 7 in the time-domain as in equal to 0, that is the jamming is normal

Slide 7 and instead of bandwidth limiting, to the array, then there's no time delay

you time-limit the system. You can think across the aperture and, the sidelobe

of a narrow pulse of duration T, and its cancellor is essentially perfect.

bandwidth is l/T. If there's a time delay, Now the premise here was that if
and we're trying to use E2 to cancel El, you had N degrees of freedom, one
then literally there's nothing there for part hypothesized N jammers. If you have more
of the pulse Therefore, no matter how degrees of freedom than you do jammers,
well you do, there will be jamming residue. then things get better, which I'll describe
I point this out because now when we talk in a moment. Slide 9 In fact, when we talk

about various ways in which you can cope about conceptual ways to cope with the
with such wideband systems, this will broadband problem, Slide 9 illustrates the
suggest techniques. candidate ways that people would talk

Slide 8 E2 on Slide 8 represents about at present. One is to use additional

the actual spatial spread that you would degrees of freedom. If I had twice as many

expect in a wideband system in absolute auxiliary channels as I do jammers, then

terms. The d-e/df in Eq, 1 is the frequency things would be much better. Or one could

sensitivity due to the multiplication of the put tap delays comparable to some

frequency times and sine of the angle. One reasonable fraction of the free space

useful way to say how much that bothers aperture, and increase the dimension of

you is to ask, well how much does that only the adaptation process. In effect, I

effect spatial spread in beamwidths. So if have corrected the time delays across the

you normalize 68 by the matched filter system.

beamwidth in the same direction, you end I will be talking mostly about sub-
up with the ratio given in Eq. 3. banding as a technique. By sub-banding, I
Coincidently, you can also think in terms mean you have a very wide bandwidth and
of time-bandwidth product which signal you break that bandwidth into a bunch of
processing types might prefer. By time- sub-bands and then you independently

bandwidth product I mean the time delay adapt in each one of those sub-bands
in free space across the aperture which which are now narrowband and then you
would be combine the result of the output and

generate the adapted wide bandwidth
output. Finally, exploiting the very rapid

, . convergence properties that I've talked

a .•-
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about before, for some waveform degrees of freedom for a narrowband
applications like spread spectrum and system with 5 jammers, then you re

* specifically frequency hopping, waveform required to have 10 auxiliaries with that
design is the most powerful technique of approach.
all, in as that one can literally adapt Another approach is to use time tap
narrowband. I'll discuss more about thatlater., delays. This has been used primarily in

Slatersystems that have been retro-fitted where

aotThe first technique that we talked something probably didn't work, because it

about was additional degrees of freedom. is difficult to add new adaptive antennas
To understand that, I will elect to use the and receivers to a system but not as

'. artifice that I talked about before Slide 10, difficult to add taps to a system. Slide 11
.\ ~i.e., a point source in the broadband The first attempt to do this is to apply the

system was mathematically equivalent to type of tap where the main beam had a
narrowband system where the jamming is tap position at a somewhat arbitrary delay

,.'- spatially spread as shown in Slide 10. So of T/2 and then you apply 2 adaptive

the jammer is effectively spatially spread degrees of freedom per channel on the
-" '- over the shape of whatever the receiver auxiliaries, one on each end See System A

pass band is in relative amplitude. Now Slde 11. That works fine for jammers with
suppose we have an aperture, and two time bandwidth products of less than one
elements, and only one jammer. If you half that are off boresight. But if the

- *forget about the aperture and just ask jammer happens to be normal with the
what pattern potentially could be array, then again there's no solution. So
generated by those two elements, it would practically, one needs at least two taps for
be some sort of interferometer pattern, every channel including the main beam for
And the relative phase between those two this technique to be viable See System B
could adjust the null to any position you Slide 11. Furthermore simulations show

,-: want. If you take that pattern from these that whereas the technique works, the
two elements, adjust it to where the zero achievable cancellation ratio is dependent

1C is you want, and apply weight to the upon the geometry of the jammers
amplitude and phase, you can further themselves.
adjust the slope. You can in a sense,,','.Slide 12 The technique that I'll be
match both one point and the slope of the talking about primarily are sub-bands.

." -"pattern, and therefore you can do muchpattern, ader you Now the disadvantages of this technique
better over a wider bandwidth.

Iare shown in Slide 12. You have to sample
Most systems will have time at a somewhat higher rate than the

* bandwidth products less than one half, bandwidth of the system But this would
because if you approach a time bandwidth be true anyway if you're trying to achieve
product of 1 that really means that the full very high levels of cancellation. At a
time of the antenna is such that you can't certain level, the receiver matching
coherently combine the energy anyway. dominated the achievable cancellation

. This is because energy coming into one ratio, and many digital systems require
sideband antenna isn't there when it very careful matching between the inphase

*'. combines with energy from the other side and quadrature components of the digitally
* of the antenna. Typically for time implemented complex output, as that class

bandwidth products less than one half, two of errors is non-linear and cannot be
auxiliary channels per jammer seem to be corrected by the adaptive system.
adequate. So if you have 5 adaptive

*- ' -a-However, what it does do is this

-4 -%L
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Since you are basically sampling very near that filter F1 will repeat at some alias
the instantaneous bandwidth of the position that went over the sampling rate.
system, it does not require any additional Unless this alias occurs sufficiently far
antennas or receivers. This is because you down on the receiver response, when you
are just taking samples in the normal try to adapt, you cannot. You can only
bandwidth of the system and you are just generate one adaptive weight and
operating on them in the digital domain, therefore you cannot do perfectly on both
Furthermore, the computational rate that is sides of the receiver characteristic. So
required to do sub-banding, ends up being what that means is that one must

- exactly what would be required in the oversample sufficiently to assure that the
* narrowband system. There's additional aliasing by making T=1/6 F smaller so that

" memory but it is not more computationally the aliasing position is way down on the
burdensome than would be a narrowband receiver response. With that condition this
system. Since for many cases, it turns out technique works very well.
that receiver matching is often the limiting
factor for achieving high levels of sidelobe

tcnqe the block diagram would look utilizing that
,cancellation, this sub-banding approach. We have an adaptive beam with
will automatically align the receivers for N degrees of freedom. The E 's would be
you. antennas going through receivers and A-D

Slide 13. This is in effect what we converters. Suppose we are sub-banding
are doing. See Slide 13. Suppose we have by a factor of R. What one would do is to
two channe-, channel 1 and channel 2, the take R contiguous samples, form an FFT
receiver pass bands are not exactly the on each of those channels, and filter by
same in the wideband system. When you filter, one would invert an N+1 by N+1
try and cancel one from the other, you can covariance matrix and solve the problem
only cancel 1 point perfectly, and there'll for each of the sub-bands Then you

- be a residue that's a function of how well combine the information of the N by
the receivers are physically matched. Now taking the inverse FFT.
let's suppose we are sub-banding the I said that computationally this is not
channels by a factor of 8. When we sub- burdensome, and one way to look at it is
band, what we are conceptually doing is b u alie wn e w a t look a t
generating 8 filters across the pass band to d id whe n Or te d ave• and did not sub-band Or it could have
of the 2 receivers, so we'll be been a narrowband system where the
independently adapting in the same filter ban i lit and t is soe

over the number of degrees of freedom bandwidth is IT and T is some
that we have. Now we have the capability pulsewidth. The algorithm we alluded to
tt wearlier was that 2N samples are adequate

,-." of perfectly correcting an amplitude and,.- in terms of time to get a nearly optimum
phase, except for any little distortion over

much smaller portion of the band, g solution. So the time base of this process
a mch malerpotio ofth badgiven is 2N'r duration which is a very small

that you have suitably designed filters with io of tie i a er of'- sffiienly ow reqenc sieloesperiod of time. If a certain number of
sufficiently low frequency sidelobes.

operations have to be performed in that
A drawback, however, is that real period of time, then one could ask. "Well,

world receivers are not purely bandlimited. how many computations do you have to
The receiver response of Channel 2 on do per unit time?" The time would be 2Nt
Slide 13 is the square wave of the Yet there would be the number of
frequency domain and it has tails. An computations divided by this time and that

* example I have in a sampled system is would be the computations of the

, . ,

* . .
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%" instantaneous bandwidth of the system. out pulses at a given frequency and then
Now if you would use R contiguous some other frequency, etc. Just for

U samples to sub-band, that's as if you illustrative purposes, let's talk about an
example of the step version of linear chirp,* transmitted a pulse that was RT, making,. that is where the delta frequencies are

.. -.. the bandwidth 1/RT. Now 2N samples isthscontiguous in frequency as shown in Slide
"OR times as long, and even though you 16. In principle they wouldn't have to be.

S"have to do R-independent matrix -v tThe number 2 pulse could be at some
* n inversions, the computations per unit time

are exactly the same because the frequency that's much further away than
• . the reciprocal bandwidth. To generalize it.

computations of the original bandwidth are
we could talk about a coded pulse at the

exactly the same This is because the
time base is also extended by a factor ofbandwidth
t bs R. is '/T at some pulse compression output

as the basic bandwidth of the system At
There are architectures that could some later period of time we are going to

actually make the adaptive process output another frequency. These could be
completely ignorant of the fact that you contiguous in time in principle. Now
are doing this sub-banding at all. That is, analog loops could never exploit this
once you have an architecture that can because what you're doing in an analog or
solve the problem wideband, then you iterative system is applying the adaptive
make the system blind to that, i.e. you can weights that you drive to new data and
have FFTs or you can time-multipleK the the convergence is very slow. Therefore, if
inputs, so that the output will be adaptive you adapted one frequency it is not
and the adaptive array processor will be applicable to some other frequency. You
blind to that. It will think it is looking can't presumably assume another
wideband with adaptation in effect. frequency. What you can do, from what we

have simulated, is the technique c4
Slide 15 is an example where you

are sub-banding by a factor of 4. The applying the same data to the covariance
U • channel samples number in batches of 4 matrix from which the data was formed

and puts them in the processor. It What that means is that as lonq as one

performs FFTs. Now everything with a does not hop to a new frequency. ie, ,f
d l u a d i i 5 the time between frequency hops divided', double square around it in Slide 15 Is
hardware that you have tn add to the by the pulse width, or really that timehardwas the penalty for sub-banding, bandwidth product, is greater than 2N
system athpeatfosu-adn. where N is the number of adaptive
You will have to have an FFT on each
channel at the input and inverse FFT at the degrees of freedom, then you add
output. Computationally, whatever adequate samples of the given frequency

to solve the problem. If you store the datathenmechanism you use for inverting or
- implicitly solving these systems of linear then there are no holes in the data. So

equations is exactly the same except for that means in this scheme you can literally
some multiplexing circuitry. However, the adapt narrowband. The bandwidth can be

orders of magnitude less than the totalmemory does increase by a factor of R, or
as a sub-band in this case, a factor of 4. bandwidth of the system in this case. I

the frequencies are contiguous with total
LA A fourth technique that I talked control, then there'd be reduction by a

about was frequency hopping. Suppose factor of S where S is the number of
* -. you have the system which gets its frequency hops.
, *,. broadband by frequency hopping, i.e. put To summarize what all this means

'.,-'.-' : _1, -'%.': ' ;.,': '- '- - '.96''- ',,'- .'.6 - , ;-. -- . ,- '. ' " -.-. ' . " - . - . ',--
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computationally, in terms of hardware, see need 3N A-D because normally the tap
Table I, Slide 17 you go back to a delays will correspond to the actual free
narrowband system where we do not have space fraction of the free space distance
a bandwidth aperture or time bandwidth across the array The instantaneous

. product problem. In order to cope with an'j bandwidth in the A-D converter will be
, jammers within the antenna, the receivers less than that, and therefore you will need
S. and A-D converter, we will hypothesize to have faster A-D converters, or often

that we use a sample covariance matrix more A-D converters. If you have 3 tap
approach. There are many equivalent delays, the covariance matrix you're
algorithms to do tMat of course, and we inverting is a 3Nx3N array instead of an

. require on the order of 2N- computations. NxN array.
But that would subtend over 2N samples

If you sub-band by some factor of R.
of the bandwidths of the computational the analog circuitry does not increase at
rate of instantaneous bandwidth. If we all. The total computations increase but
divide BW by 2N, this would be the the computations per unit time are the

- number of computations at the'\ same. However, the memory does indeed
instantaneous bandwidth of the system.

increase by the sub-banding factor.
The amount of memory is NZ,.2 that you
need to physically store the data Finally, for the specialized case of

associated with this processing. These are the frequency hop waveform, things are
complex words - inphase and quadrature. orders of magnitude better because now
If one elects to reprocess the same data literally the computational rates are

then the memory increases, reduced on the order of the square of the

We talked about four techniques with number of frequency hops over what
would have been in the broadband system

broadband system. If we use extra
auxiliaries, you will need somewhere I want to show how this relates to
between 2 and 3 times as many auxiliaries the receiver equalization problem If you
as you have degrees of freedom have receivers that are mismatched, and
depending upon the time bandwidth you subtract one from the other you have

• , products With this. the real penalty is receiver residue. We have worked already
hardware The antenna receivers A. D s are on an HF array and what we did is we
analog and the computations and memory built equalization network array where
are digital. One usually argues well you conceptually you could put tap delays You
can always build a number cruncher, but could use one receiver as a reference and
you don't want to increase the analog put tap delays behind the others and form
circuitry hardware in the system. What this adaptive weights. So what you are trying
does is increases the total computational to do is make every receiver match every
loading in this example by a factor of 8 other receiver. In doing that we were able
and the rate by a factor of 4. If the time to get sidelobe cancellation in the system.
bandwidth product is less than a half this I think it is the most anyone has ever
will work with a fairly wide set of achieved it's 63 dB in that system utilizing
conditions. 16 tap delays, about twice as many taps

as the number of poles, using Butterworth
If you use tap delays for time filters. The point is that you don't have to

bandwidth products of approximately one do that when you sub-band. The reason

half, you need on the order of three taps you dont have to do it with sub-banding

per channel You only need 1 antenna and• 'is because we now have multiple
I receiver of course However, now you.narrowband filters across the band

°.%
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Therefore when you are adapting the sub-
bands you can tolerate much more
receiver mismatch since you could now
match its amplitude and phase in different
parts of the band that won't interfere with
sampling in other parts of the band. So
there is the synergistic effect, and receiver

I matching is not the dominant source of
* sidelobe cancellation. The wave of the

future is not 20 to 25 dB. the correct state
*- of the hardware applying digital techniques

. * in the field will support 40 to 50 dB for
sidelobe cancellation And this will

* probably be in systems in the ixear future.

"I*

• . .,.

,I,

°.

I
° 
•
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SIDELOBE CANCELLOR TECHNIQUES

IN WIDEBAND SYSTEMS

SLIDE 1

,;

N.

.4-'

ADAPTIVE SENSORS. INC.
216 MCO BLVD.. SUITE 8
SAMIA MOfCA. CA 90405
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SINGLE CHANNEL SIDELOBE CANCELLOR
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BANDWIDTH-SPATIAL SPREADING EQUIVALENCE 24

BROADBAND POINT SOURCE . NARROWBAND SPREAD SOURCE

(A) (B)

°° "Jammer

-AUXILIARY CHANNEL

f 3

f '2

Spatially spread jamner
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WIDE BANDWIDTH PROBLEM
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TIME DOMAIN SLC LIMITATION 25

E 2

.

,' %K--oT AA

Time

'!

• . .r

4-

e ,~ E I WF 2  Jammiing residue

• WIDEBAND INTERPRETATION SUMMARY

EQUIVALENT SPATIAL SPREAD d-9f . Ta E0,

'," 8 Tan 0 ,2, ,A b s o l u t e A 9 - --E q.- -

S "-Normalize Le L A sin e Ea. 3

• ."i (Fractional Beamwidths) c

.',' TIME BANDWIDTH PRODUCT

P •TB •A sin.. B Eq, 4
c

SIDELOBE CANCELLOR LIMITATION

CR 1--Asn. 2 2 q

"% SLIDE 8
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BROADBAND ADAPTATION TECHNIQUES

0 ADDITIONAL DEGREES OF FREEDOM

" TAP DELAYS

o SUB-BANDING

0 WAVEFORM DESIGN

,
%

SLIDE 9

SLC SOLUTION WITH ADDITIONAL DEGREES OF FREEDOM

E E2
a, x X

A SPATIALLY DISTRIBUTED JAMWER

," . 11/ f,2 -f I .8
"X

- / ,.. -- - E E

*.

,,.-.

GADAPT ( ejE 2 ) + 1 I

P •BT BA sin e
e'%- C

For ST <B 1 ,AUX - Jauuners SLC • 2

For OT 5 1/2 0 AUX - 2 x (0 Jarmmers)

SLIDE 10
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TAP DELAY IMPLEMENTATION

BEAME

E(t * T/2)

•AUXILIARY FF FtCHANNEL F - 1
rA I

F 2 = F(t T)

" E . E(t)

I. E(t + TI)

ADAPT TO BEAM (E) WtTH

F Ft (S DEGREES OF FREEDOM

• F(t " T)

.

SLIDE 11

.4

SUB-BANDING TECHNIQUE

', . . 0 COMPUTATIONAL RATE INDEPENDENT OF SUB-BANDING BANDWIDTH

I SYNERGISTIC RECEIVER MATCHING

,., e REDUCES EFFECTS OF MULTI PATH

". SLIDE 12
d6
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SLC SOLUTION WITH ADDITIONAL DEGREES OF FREEDOM

",J.

CHANNEL I

F1 F2  F8

% F1

CHAN'NEL 2

CiHANEL I

I Ai.IASINP RESIDUE

-s.

'2 OVER-SV'DLE

SLIDE

SUB-BANDING TECHNIQUE: LDE1

E E

":'3 .CQAI C.

Eli E2 EB

SUP-BANDING FFT FFT FFT FF1
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SLIDE 15

FREQUENCY HOP WAVEFORM
(Example -- Step Frequency)
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JAMES DUPREE worldwide ground stations Figure 1 shows

Slide 1 I want to talk about multiple the network. Slide 4 There is a forward link
iaccess adaptive antennas and give two etbihdfo h rudsaintestablished from the ground station to
- user satellites and the user satellites

examples to motivate this discussion. respond with a return link to the ground
Primarily my talk will be about the TDRSS station. There are a number of different
application, since I've been living with that servies provided in the system The
for the last 8 years, and we have now sevcspoidinte ytm Th
flote lt 8o yers.and w haveg an particular one that we want to talk about

*. almost got to the point of having an is the multiple access S-band service to
opportunity to test it. (Laughter ....... low earth orbit user satellites through the

Slide 2 TDRSS uses an S-band array relay and down to the ground Slide 5 For
of 30 helical elements on each of 3 relay this purpose, the satellite carries this 30
satellites with beamforming on the ground. element helical array on the body of the
We use spread spectrum multiple access satellite. See Figure 2. In addition, there
techniques to accommodate up to 20 user are other antennas. There is a dichroic-
satellites. These beams for the user feed shared dish which contains S-band
satellites are independently steerable over and K-band single access services (Again,
26 degrees field of view and they provide see Figure 2.) Well concentrate on the
30 dB gain for each of the users at S- multiple access application. Also, the
band. We use an adaptive maximum SNR ground station at White Sands has 3-60 ft.
algorithm for calibration. This is different K-band dishes to track each of the 3

- than the max SNR algorithm that you've satellites, the East and West satellites and
heard discussed here today. I'll go into the Central Satellite See Figure 3.
that. We also use orbital models to do Slide 6 The network diagram of
open loop beam steering between the operation looks like this see Figure 4. The: ."adaptive calibrations.
aaiclrisuser satellites transmit at S-band to the

% The other example to consider is relay satellite which then FDM multiplexes
one in which multiple access is provided the element signals to the ground via K-

IP by an area coverage beam. That is, we band. On the ground, there's a 30 element
. have to provide a beam steering vector to FDM demux which retains the phase
" produce a quiescent pattern which a information on this downlink by means of
-' -' number of users can randomly share on the pilot tone Since there is a beam

either a frequency multiplex or time shared formed for each of the user satellites,
basis. Normally, you would hope to have there are 20 30-element beamformers. We
low sidelobes outside the area of coverage go out of the beamformer into an
and use frequency hopping spread acquisition and demodulation system

- spectrum techniques. Economics of the which includes the PN despreading In this
Ssatellite application drive you toward the system we must do our PN acquisition

millimeter wave applications, and one despreading following the beamformer
'" would normally use a power inversion weighting. However the adaptive controller

algorithm for high resolution jammer has to use the spectrum spreading
nulling. information on a beacon signal in order to

Slie 3 Tdetermine and identify that signal and
Slide 3 The basics of TDRSS are a adapt to it. This is because in this

system of tracking and data relay satellites application we do not apriori know exactly
* in geo-stationary orbit, together with the the direction of arrival and/or phase

'<~ ron temia the Whiteio Sads arivlan,'rphsground terminal at White Sands, NM, information entirely of the system. The
whose purpose it is to replace the primary purpose of the MA-calibrator is to

,' % , ,' ", ".. , . ". .o . - ., ,' . . .. . .- ... .- . .. . ..-. , - .. .. ..-. ,- . . .. -. - .. .. , - - . .
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estimate the beam steering vector, elements.

Slide 8 The PN spreading sequence Slide 12 Our control options were.
chip rate is 3 megabits/second, and we open loop control, which won't work
are able to accommodate data rates of because of the ionosphere; full time
100 bits to 50 kilobits per second at S- adaptive control which would require 20
band in a .26% bandwidth. The purpose of adaptive loops and is very expensive
the PN spreading is, in our application, to time-shared adaptive control which is not
satisfy the CCIR guidelines by reducing the fast enough; or open loop prediction with
flux density incident on the earth. Besides time shared adaptive calibration which is
that, the PN sequence provides user what we opted for. I'll try to explain that
identification, reduces the mutual concept shortly Slide 13 We do open loop
interference, rejects narrowband pointing with a main frame computer
interference and provides accurate ranging. which estimates the optimal weight

Sle 9vectors from known satellite ephemerides,Slkethid.he 0 R emoent nngs wrs the orbital model, and calibration vectors
l t. 3 l t n a which are supplied to it. A closed loop
coherently telemetered to the ground adaptive control system periodically
station, where the 20 beamformers each

-- combine the 30 element channels to traci pae h egtvco o nwcomn tsource location, with the calibration being
the users. Therefore, the control used to reset the initial conditions for the
complexity is in the ground, not in the open loop pointing program.spacecraft. We use a pilot tone technique
for downlink phase referencing, but we The generalized concept for an
have to cope, however, with ionspheric adaptive control system, as we have
time delay variations since we do not implemented it, is like this see Figure 6 A
estimate those That is where the adaptive user signal impinging on the array is
system comes into account. Also, random subjected to a vector transfer function, Xi.
phase and gain drifts occur in the satellite An interfering signal, which we assume
and therefore, we need some type of could exist in our system, is similarly
calibration. A simplified diagram (in Figure transformed by vector transformation, Xi.
, ) shows the FDM multipler Slide 10 taking There, we have received vectors, r, which
the 30 element signals through the return include thermal noise, as inputs to the
processor, translating to K-band and beamformers. The output of the
downlinking to a receiver where there is a beamformer is a scalar which we could
cascade of demultiplexors which undo represent as an inner product, (wr) Each
these operations and go into the MA of the input element channels is sampled
beamformer. The MA demodulation, bit and then correlated with the inner product
sync and error correction decoding occur scalar output to produce correlation
following the beamforming. vectors. These are updated by a gradient

Slide 11 The problem is how to algorithm which produces the weight
calibrate and control the beamformers. vector w. My mathematical convention is

track moving user satellites in low earth to conjugate the weights in the•beamformer in order to counteract the
orbit, and we have to do so, contractually,
within 8/10 of a dB of the theoretical SNR phase slant caused by the angle of~achievable by an adaptive array. In this incidence. Similarly the inputs to the
acivbeb-a.dpieara.I hs correlators are conjugated. Slide 15 We
case, with thermal noise being the primary have s e 1ore Slhe ma We

consideration, the output SNR has to be
(See Eq. 1 on Slide 15.) You could prove

th su o t . i e of the
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by the Schwartz inequality that in fact the (w,Aw)
weight vector in Eq. 2 satisfies the Tw -----

conditions for max SNR. The open loop (W,BW)
prediction technique works as follows.
Once I have a beam steering vector, and I Slide 17 I do a little trick on that by
know the system dynamics, I can generate jumping back and forth between the

o a transformation matrix that will produce identities of the vector space, V , which
another beam steering vector and thereby, could either be considered as a real vector

. step the beam. The adaptive calibration space of pairs of real vectors, or as a
occurs because in the steady state, the complex vector space. Of course I have to
loop must approximately satisfy Eq. 2, and also make a similar kind of jump in the
this turns out to be a correlation vector way I derive the matrix A, but I have found
which I can measure. Therefore, I can that this relationship does hold. There is a
estimate the beam steering vector and linear function which turns out to be:
that vector will not contain nulls in it. That
is a handy thing for open loop predictions (Aw-TBwh)
because you're not really able to handle 6T(w;h) = 2RE-------
the nulls in the open loop prediction. (wBw)

Slide 16 seems like a vast jump from
S.. the slides that I had previously, but I must Therefore, by a little Schwartz inequalitv

explain that since my problem was to argument, one can show that the complex
, generate a gradient algorithm, I needed to gradient which maximizes the norm of the

know the gradient. Since I like to work in Frechet differential is in the form
complex coordinates, I had to also cope g=Aw-TBw. Thus stationary points of the
with the fact that the SNR is a real scalar SNR occur at eigenvectors of the
function of a complex weight, and I run eigenvalue problem Aw=XBw which for
into analytical problems if I try to apply convenience, A could be considered to be
the standard types of definitions a signal covariance matrix and B could be

" Therefore, I've worked out a method in a signal plus noise covariance matrix.
which I use the dual identity of complex Slide 18 So the max signal to noise
numbers as either elements of a complex ratio algorithm for the eigenvalue problem

.d vector space or as members of the real appears in the form
N . vector space of ordered pairs of real aWpp+a(rs Aw iBn). This is very

vectors. I must do that in order to be able n Ti i v
similar to the eigenvalue problem residual

to have aexcept that I've factored out the X and putderivative or differential, because I have to it in the step size u1. The result is, in
have linearity and continuity with respect effect, decreasing the step size. As the
to an increment h. In this application, my SNR improves, the step size gets smaller
criterion is SNR. Also I want to apply an and I worry less and less about the effects
increment to the weight vector at some I fluctua essn andise a bou t the
given point and see how much the SNR of fluctuation noise and upsetting themeasurements that I have made on the-" "-" has changed and from that, estimate ahemsweight vectors. In addition to that, In is
term which is linear and continuous in the,. .- the ratio of some constant which could be
increment h such that the continuity the output power reference divided by
relation in Eq. 1 on Slide 16 is satisfied. So signal power,i.e.

I take the transformation Tw as the ratio

ft . . .-

..... . .. . . . . ... . .. .. .. . . . . . , . . . . .
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----- the adaptive loop must be able to connect
(wn,Awn) up to any of them.

Slide 20 The control and calibration
So this is an AGC amplifier and then there concept that I've outlined here, could be
is a normalization equation which generalized, as shown in Figure 10 The
determines what the output power idea is that I have a closed loop adaptive
reference should be set at in order to control model which might in the general
obtain normalization of the weights, i.e. case also incorporate system dynamics!2). Theso inoprt factoem dynric
n.1 = Cn+1l 2(R-lw n42). These 3 factors are This could be a very low bandwidth loop

" important in determining the convergence which would be able to nevertheless keep
of the algorithm. up with the satellite because the user

Slide 19 Figure 7 shows the dynamics would be known apriori. This is
implementation. We see the received array the idea of incorporating system dynamics,
vector which comes into the beam former a la the Kalman filter There is a calibration

' and appears at the output to be despread update model in which apriori estimates of
- by a PN code on a local oscillator The PN the beam steering vector are compared

code is derived by an acquisition with correlation vector estimates to derive.
procedure of the system at the outnut of via Kalman filters. an update of the open
the beam former. There's a bar,dpass filter l3op veight estimation model. In the

" which in our case Mhas a aigital absence of the adaptive calibration, this
implementation. The bandpass filter is also loop continues to run and propagate the

used in the signal path and the sum path beam steering vectors using the system
output goes through the AGC amplifier, dynamics Slide 21 The conclusions are:
The conjugation and complex correlator we use the system dynamic model to
occurs after the BPF and that provides the reduce control loop bandwidth. we reduce
signal component of the SNR gradient complexity by time sharing the adaptive
estimate. There's a band reject filter, or in control loop and, I betieve this has

our actual case. there is a wideband applications to avionics and laser beam
bandpass filter which passes both noise steering as well as satellites
and signal through another correlator with Slide 22 In the beginning I had
negative feedback for that loop Theres a touched on an example in which we have
simple update algorithm in the computer. a tactical beam steering vector estimate
Not shown in the simplified diagram are Its fairly obvious that instead of estimating
the loops for weight normalization feeding the beam steering vector, one might stick
back into the AGC amplifier for control. it in apriori and in that case one would
That's basically the implementation. have to only adapt to the noise sources

In our system, to point out how the that appeared in the external world. A
20 beam formers are done, see Figures 8 problem in that application is when using
and 9. After the FM demux there is a 20 an MBA one might say, use all ones as the
way power divider going into 20 parallel beam steering vector as opposed to
beam formers and the adaptive loop must phased array applications which used a

" have the ability to be connected to any of one and all zeros for the nulling elements.
the beam formers. It turns out to be a That doesn't answer the question precisely
horrendous job of cabling and switching. because as some researchers at MIT have
We also have the problem that any of the shown, there are advantages to
3 satellites must be able to be connected introducing phase information into the
to any one of the 20 beam formers, and beam steering vector. It turns out to have

.'
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.-. a dramatic impact on the resolution one architectures based on matrix factorization
obtains by nulling, particularly in using the might yield some dramatic improvements
MBA. I ask the question of what should the in convergence time. However, we are not
criterion be for beam steering vector terribly hurt on convergence time at the
phase? It should not be ad hoc. If one has moment unless one gets into deep
multiple users in the area, perhaps the consideration of the optimum strategies
users do not have all the same information against these threats: pulse jammers,
rate and therefore do not need the same partial band jammers or frequency
gain. How does one go about optimally following jammers.

" . allocating gain for multiple user
""community? What is the function of the Sie2 / ed r u o o

noise millimeter wave amplifiers over very
. " antenna, how does one describe the

.'. antenna as an on channe large bandwidth. You can set the G/T
performance of your antenna Without that,

Perhaps one uses multiple accessinfrationther ses ulyou are forced into doing RF beam"*" information theory.
forming. 16 bit computers with 1-2

In the area of performance megahops throughput (fixed point), low
prediction, I find that, if I take into account power (10-20 watts) and radiation
things like weight tolerances, I want to resistance on the order of 1 million rads,
know what is an effective choice of bits total dose, would be very helpful. I think
for the digital beam former. I don't really this is almost a must now for satellite
have a way of analyzing this except for applications. We are going to forward error

"- the case in which the signal and noise correction memories. We discussed digital
. covariance matrices commute. In that beamformers. I think that's possibly

case the SNR distribution is a singly non- applicable to TDRSS, e.g. if we had the
central F distribution. This is opposed to inner product chip that could do the digital
the case in which I would be trying to beam forming, it would be great. Possibly,

" :~ estimate the sample covariance matrix in in the far future, the parallel processing of
the direct matrix inversion technique, in optical adaptive algorithm woLLd replace

* which case the SNR distribution is known. all the gyrations that we are going through
This is a slightly different case. Also, to do digital processing at the moment.
convergence speed analysis can be done

for omesimpe cses.e gwhenwe aveI have a slide on an approach to thefor some simple cases. e g. when we hava
thermal noise covariance. It cannot be proof of convergence of the max SNR
done in the general case, I think, in which algorithm, and also some written material

on the discussion of the beam former oruP the matrices do not commuteS t ctthe beam steering vector which are

Digital implementation and satellite supplied.
application puts processing throughput on
a critical path. We need an understanding
of the things that have been said about
sample matrix inversion techniques and

'.
4-4digital processing. We must understand

that one has to argue with program
managers that the system that we're going
to build will weigh, including the antenna,
less than 100 lbs. and will consume 10's of

. watts. Those are real life facts. It is true
p ,• that array or network computer

* 4%
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MULTIPLE ACCESS ADAPTIVE ANTENNAS FIR

C01tUNICAT ION SATELLITES

JAIES E. DuPREE

SLIDE I

MULTIPLE ACCESS ADAPTIVE ANTENNA EXMtIPLES

TDRSS--

. o S-BAND ARRAY OF 30 HELICAL ELEMENTS ON EACH OF 3 RELAY SATELLITES.
S-o GROUND-BASED REMOTE BEAMFORMING.

o SPREAD-SPECTRUM MULTIPLE ACCESS TECHNIQUE, FOR LOW FLUX D.NSITY.
o UP TO 20 USER SATELLITE BEAMS INDEPENDENTLY STEERABLE OVER 260 FOV.
o 30 DB GAIN PER BEAM, AT S-CAIND.
o ADAPTIVE MAXIMSUM SUR ALGORITILI FOR CALIBRATION.
o OPEN-LOOP BEAM STEERING, USING ORBITAL MODELS, BETWEEN CALIBRATIONS.

4.'

MILITARY TACTICAL COMMUNICATIOR SATELLITE--

o TACTICAL AREA COVERAGE BEAM WITH FLAT GAIN PATTERNJ.

o LOW SIDELOBES OUTSIDE TIHE TACTICAL AREA,
a FREQUENCY-HOPPING SPREAD-SPECTRUM WITH ON-BOARD PROCESSING
o MILLIMETER-WAVE MULTI-DEA. ARRAY
o POWER INVERSION ALGORITHM FOR HIGH RESOLUTION JAVIER NULLING,

SLIDE 2
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TORSS

TRACKING AND DATA RELAY SATELLITE SYSTEM

A SYSTEM OF TRACKING AND DATA RELAY SATELLITES
IN GEO-STATIONARY OROIT, TOGETHER WITH THE GROUND

TERMINAL AT WHITE SANDS. N.M.. TO REPLACE NASA'S
- GLOBAL NETWORK OF GROUND STATIONS

Figtire 1 TDRSS SERqVICE
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(TDRSS)-itAcKING & DA A RELAY SATELLITE SYSTEM

(A)-iULTIPLE AcCESS

9-20 USER SATELLITE RETURN LINK

-30 ELEMENT PHASED ARRAY

-CODE DIvISION MULTIPLEXING

" . -REMOTE BEAMFORMING

"* -ADAPTIVE CALIBRATION

SLIDE 7.

'4

" : PN DIRECT SEQUENCE MODULATION

CHIP RATE: 3 MBPS

DATA RATE: 100 BPS TO SO KBPS

FREQUENCY: 2287.5 MHZ

PERCENT BANDWIDTH: 0.26 PERCENT

* REDUCES USER FLUX DENSITY TO CCIR GUIDELINES

* PROVIDES USER IDENTIFICATION

0 REDUCES MUTUAL INTERFERENCE 17.8 TO 44.8 D8

0 * REJECTS NARROWBAND INTERFERENCE

0 PERMITS ACCURATE RANGING

.IE
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REMOTE DEAMFORMING

*30 ELEMENT CHANNELS COHERENTLY TELEMETERED TO GROUND
STAT ION

*20 BEAMFORMERS EACH COMBINE 30 ELEMENT CHANNELS TO
TRACK DEDICATED USERS

9 REMOVES CONTROL COMPLEXITY FROM SPACECRAFT

* PILOT-TONE TECHNIQUE FOR DOWNLINK PHASE REFERENCE

0 IONOSPHERIC TIME-DELAY VARIATIONs

* RANDOM PHASE AND CAIN DRIFTS OCCUR

0 CALIBRATION REQUIRED

SLIDE9

Figure 5. MA LINK PROCESSING SIMPLIFIED BLOCK DIAGRAM

N A LLMENT AUNAV (flHLII LOCAL

DISI& SIGNALS OSCILLATOR

S.L,

A..6M S .. O6.SU _4!SinmissO.6iinSSO6*OO@

IAI I. DL1REUNQILE
PRCSO



i 41

THE PROBLEM

CALIBRATE AND CONTROL 20 BEAMFORMERS TO TRACK

MOVING USER SATELLITES IN LOW EARTH ORBIT WITHIN

* S0. Df OF THEORETICAL SIGNALINOISE RATIO

J . .1

CONTROL OPTIONS

* OPEN-LOOP CONTROL ONLY

F FULL-TIME ADAPTIVE CONTROL ONLY

,. J TIME-SHARED ADAPTIVE CONTROL ONLY

* OPEN-LOOP PREDICTION WITH TIME-SHARED
ADAPTIVE CALIBRATION

• LWL"

.4

,.L -.,.,_
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THE SOLUTION

(CONTROL AND CALIBRATION CONCEPT)

S"OPEN-LOOP" POINTING PROGRAM ESTIMATES OPTIMAL WEIGHT

VECTORS FROM

. SATELLITE EPHEMERIDES

" ORBITAL MODEL

* CALIBRATION VECTORS

-% * A CLOSED-LOOP ADAPTIVE CONTROL SYSTEM PERIODICALLY

UPDATES WEIGHT VECTORS FOR A KNOWN SOURCE LOCATION
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COMPLEX GRADIENT OF SNR
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CONCLUSIONS
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TECHNOLOGY NEEDS

o LOW NOISE MILLIMETER WAVE AMPLIFIERS OVER 5% BANDWIDTH

o 16 BIT COMPUTERS WITH 1-2 HOPS THROUGHPUT (FIXED POINT),
,- LOW POWER (10-20 WATTS) AND RADIATION RESISTANCE - 106 RADS

o MATCHING 16K FEC MEMORIES

o DIGITAL BEAMFORMERS (NEAR FUTURE)

o OPTICAL ADAPTIVE ALGORITII, IMPLEMENTATION (FAR FUTURE)
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MULTIPLE ACCESS ADAPTIVE ANTENNAS FOR COMMUNICATION SATELLITES

James E. DuPree*

- ABSTRACT

;Spread-spectrum coding, combined with signal and noise adaptive
. antennas, provides an effective way of dealing with an uncertain and

-even hostile communications environment. These systems are beginning
to be applied in communication satellites. Two illustrations motivate
the discussion of some system design choices and mathematical funda-

* "mentals which should be understood to make effective application of
adaptive antennas in the new generation of multiple access satellites.
Research needs, both theoretical and technological, are discussed with
the object of improving the breed.

INTRODUCTION

A new generation of communication satellites is being born now.
-. "One is already in orbit, with identical versions soon to follow. And

other embryos of this new generation are developing in the corporate
and government laboratories. Still others are yet a "gleam in the eye"

*i of their designers. It is to these that we address ourselves here.
U

This new generation will be far smarter than previous satellites.
They will, of course, carry on simultaneous streams of conversation
with many different users in the same frequency band independently.
More significantly, they will adapt to changes in their signal envi-
ronment or even failures in their components by maximizing their per-

*formance in a number of scenarios far beyond the capability of their
designers to anticipate or enumerate.

., Here is a report on the attributes of this new generation. Its
purpose is to show, by examples and analysis, how they work, their
capabilities, and the need for future development. Two examples are
used to motivate the discussion with real world applications. Then,
a more abstract and fundamental discussion of the adaptive process,
performance criteria selection, and designing the adaptive solution
is presented. This provides the basis for suggesting theoretical
research topics and technological needs for future systems.

*Dr. Janes E. DuPree is a Senior Staff Engineer in the Systems

Engineering and Integration Laboratory of the Space Communications
Division at TRW, ONE Space Park, Redondo Beach, CA 90278. He has
played a key role in the conception, system engineering, and develop-
ment of adaptive antennas on TDRSS and other satellites since 1976.
He is a graduate of Auburn University.
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APPLICATIONS

This discussion is motivated by two examples of the way in which
adaptive antennas can be applied to communication satellites. The first
example describes a part of the TDRSS satellite which was launched by the
Shuttle orbiter "Challenger" last month. This is the first of a network
of relay satellites wbich will be able to communicate with 20 low earth
orbit user satellites simultaneously through a single array antenna. The

-- second example is a hypothetical application of a nulling antenna on a
-military communications satellite, to provide area coverage for tactical
forces operating near powerful uplink jammers.

TDRSS Multiple Access System. The Tracking and Data Relay Satellite
System (TDRSS) consists of three identical satellites in synchronous orbit

* and a ground terminal at White Sands, NM. Two active satellites provide
85% coverage of low (200 KM) orbiting satellites, increasing to 100% cov-
erage for 1200 KM satellite altitudes. The third satellite is an on-orbit
spare. Each satellite has one S-band multiple access (MA) communication
system capable of supporting up to 20 simultaneous MA return links and one
MA forward link, two S-band single access (SSA) systems and two K-band sin-
gle access (KSA) duplex communication systems for TDRSS communications.
The Ground-to-Space and the Space-to-Ground links are at K-band through
60 foot (18.3 meter) ground station antennas, of which there are three.
Figure 1 illustrates the TDRSS network concept. Figure 2 shows the relay
satellite and ground station in more detail.

CCIR flux density limits constrain the TDRSS relay and user satellite
maximum EIRP/Hz. Thus, frequency division multiplexing is not a practical
way to provide multiple access service in this system. PN spectrum spread-
ing with 20 unique user codes over a 5 MHz bandwidth and EIRP constraints
are used to satisfy the CCIR limits and to provide a flexible multiple
access service for 20 simultaneous user satellites. The data rates in this
service vary from 100 bps to 50 Kbps, QPSK. The relay satellite antenna
requires a net 30 dB gain o close the link budgets. The orbits of the
user satellites cover a 26 cone field of view at each relay satellite.
User satellites are "handed-over" from one relay satellite to the other
in their orbits.

0 The solution to providing 30 dB of gain for each of 20 users over a
26 field of view is remote beaforming, using a 30 element array of 16
dB helical antennas and low-noise amplifiers to collect multiple-access
signals over the FOV, combined with 20 independently controlled beamform-
ers, which sum the element signals in the ground station. A 30 channel
coherent K-band FDM downlink sends the frequency-translated element sig-
nals to the ground station for assembly with the proper phase and ampli-
tude weighting by 20 computer-controlled beamformers. (See Figure 3).

Although user orbits can be predicted accurately from tracking data,
one must initialize and periodically update open-loop computer programs
which control such beamformers, to counteract phase drifts and gain vari-
ations occuring in the satellite and in the ionospheric path of the FDM
downlink, so that the signals will be correctly assembled for maximum

.*.5 ,!  . ...-.-.- ,..,,...... . .. .. ,. .. ,.,. .. . . " . ,.. - .. . .. . -
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output signal-to-noise ratio at the ground station. The initial values
of the beamformer weights are obtained from a time-shared adaptive con-
troller, which is periodically connected to each of the beamformers and
adjusts the weight vector to maximize the output signal-to-noise ratio.
Between "calibrations", the ground station computer predicts the dynamic

2. "behavior of the system and adjusts the beamformer weights to maintain the
return link beams on each of the users. This concept is similar to that
used in Kalman filters, in which the system dynamics are incorporated into

:., the input signal prediction. (See reference 112 for more details).

The adaptive controller, known as the MA Calibrator, is based on a
maximum SNR algorithm to be described later in this paper. Nearly all. of the signal processing related to correlation and filtering in the

algorithm is done digitally. The weight algorithm is implemented with
an MC6800-based 8-bit microcomputer system. The firmware was programmed
in assembler language and is stored in a 4K program store of EPROMs.
Tables are stored in an 8K core RAM. The beamformers are digitally con-
trolled analog devices which control the gain of each of the inphase and
quadrature channels in each of each of 30 inputs to each of 20 beamformers.
Thus, there are 1200 separate gains which must be orchestrated to make
this system of 20 beamformers do its job of combining the array signals
from any of the three satellites.

Although nulling is not necessary to provide isolation between the
MA users (EIRPs are allocated according to data rate and there is ade-
quate spread-spectrum processing gain to avoid mutual interference), the
adaptive performance criterion is general enough to accomodate strong

interferers. The optimum weight vector obtained by the adaptive control-
ler produces nulls in the antenna pattern at the angles of stron inter-
ferers which might occur in the field of view. However, the calibration
beacon source has a fixed location. It is desireable to remove the nulls

from the pattern for open-loop steering between calibration intervals.
.. This can be done by measuring one of the correlation vectors from which

the gradient is derived, provided that the controller is in the converged
state, as will be explained later. Open-loop nulling can be provided on
known interference sources, using the inverse of an a-priori predicted
noise covariance matrix based on known array and line-of-sight geometry.

The resulting system is an economical solution to adaptive control in
which the primary mission is to counteract gain and phase shift drifts,
variations in amplifier noise powers, and failures of array element chan-
nels, yet continue to operate near the theoretical maximum signal-to-noise
ratio for the conditions that exist. This system will continue to operate
with up to third of its elements failed. A time-shared adaptive controller
is more economical than full-time adaptive control of the user beamformers.
However, if strong external interference from randomly located sources were
to become a problem in the future, or were needed in a future application,
the same algorithm and control system could be applied to full-time adap-
tive control of each of the beamformers.

Li
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Tactical Area Coverage with Nullinq. The second application which
motivates this discussion is t-cticaspread-spectrum communications be-
tween units of a ground mobile force and headquarters, by means of an
area coverage pattern a few hundred miles square. Hostile forces on the
periphery of this area may attempt to disrupt communication by jamming
the satellite uplink, using broad-band pulsed signals over the spread-
spectrum bandwidth. The pattern of user traffic in this application de-
mands a relatively flat gain over the specified area, but with high reso-
lution nulling capability anywhere within the coverage area or on the
near-in sidelobes. The sidelobes far from the coverage area must remain

-low enough to reject any reasonable jammer threat without adaptive null-
ing. If the coverage area is a relatively small portion of the earth,
which can be covered by contiguous beams, the preferred type of antenna
is most likely an offset-fed Cassegrain antenna with multiple feed horns
and a combining network and control system on-board the satellite. The
nulling algorithm would be designed to null strong interference, but
otherwise to maintain the pattern in a least-squares approximation to
the designated coverage pattern, which would meet minimum G/T specifica-
tions within the coverage area. The reflector size and number of elements
would be selected to meet the resolution and coverage requirements. No
specific design parameters are advanced he,-c, but economic factors favor
application of this type of antenna at the shorter millimeter wavelengths.
Global deployment of such a tactical area coverage beam would be obtained
by gimballing the small beam antenna to specified service areas.

By virtue of a large amount of spread-spectrum processing gain which
would be available at the higher frequencies, there would be a large dif-
ference in the user and jammer powers. The jammer is forced to spread
his power over the entire bandwidth, assuming that a signal processing
strategy is designed to defeat frequency following jammers. Thus, to be
effective, the jammer must have a wide bandwidth and a large tIRP. Then,
the power inversion behavior of certain adaptive algorithms will discri-
minate against the jammer because of his large power level. User sig-
nals will not be nulled because they are significantly below the noise
level in the full spread-spectrum bandwidth.

The quiescent beam pattern can be specified in this system by a
beam steering vector which sets the weights, in the absence of nulling,
to form a least-squares approximation to a specified field pattern, over
the coverage area. The solution takes into account the cross-coupling
of beam-response functions. One of the outstanding theoretical prob-
lems with this type of antenna systems concerns the optimum phase of the
field pattern. Since phase information is eliminated in the power gain
specification of the pattern and since relative phase is of no concern
to a set of multiple access users whose signals are not phase coherent,
it would seem that the phase can be arbitrary. However, as shown by
Potts, Mayhan, and Simmons (Ref. 3 ), experimentally determined phase
gradients in the beam-steering vector affect the angular resolution in

.:.. -an adaptive nulling antenna. It remains to state the approach in a
performance criterion.

, - ... ,i.. . -
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THE ADAPTIVE PROCESS

Adaptive problem solving involves a dual relation with the world--
.. a state description and a process description, to paraphrase Herb Simon

(Ref. 4). The first describes a situation. The second provides a pro-
cedure for generating the situation. Algorithms are the process descrip-
tion, as a set of rules for optimizing the performance criterion with a
digital or analog machine.

Performance Criterion. Selection of performance criteria involves
the designer in means-ends analysis. Not only must the criterion im-
prove the performance of the antenna as an information channel, but a

. mathematical base of support must be present to permit the performance
*. . features to be predicted and to provide the process description. A tech-
"-' nological base of support must be present to realize the machine.

The performance criteria in current use are real scalar functionals
,,* 'of the weight vector. Whether the vector space is treated as real or

complex depends upon the mathematical basis for the operations to be per-
Sformed, as we shall see later. Constraints are included by the method

* mof Lagrange multipliers. But one must find a single descriptor of per-
formance which can be expressed as a functional of the weight vector for
the array. In the following paragraphs, we examine some candidate criteria
which might be applied to the example systems.

The Zeast-squared error is historically and practically important
in systems where a desired output signal is known or can be generated by
some process to serve as a reference. The element signals of the array
antenna could be combined to approximate the desired signal and the op-

, * timum weight vector would minimize the mean squared error. There is a
.- vast literature on least-squares estimation theory. This theory has been

applied by Widrow, et. al. to a wide variety of adaptive antennas and a-
daptive filters in a stochastic approximation approach called the LMS al-
gorithm (Refs. 5-7).

To illustrate the least-squares criterion, represent the desired
signal by d(t) and the array signal-plus-noise vector by x(t). The beam-
former weight vector conjugate, w*, produces an array output mean-square

- error of

1I2 a Id(t) -'x(t)12

*o ;. l ldl= - 2Re(w,r Xda) + (,Rxw) (1)
"L where

and xx
-£xd* _d* and _xx (2)

denote the cross-correlation vector and the covariance matrix, respective-
ly. The overbar denotes the mathematical expectation and it is assumed
that the processes are stationary. The optimum weight vector is given
by

!':
• •
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opt xx -xd*(3

The least-squared error criterion is not well-suited to either of
the example systems, however. In the TDRSS application, beam-steering
vector estimates must be derived from the adaptive control system to ini-
tialize the open-loop pointing program. The desired signal is not pre-
sent to use as a reference. Although the reference signal could be syn-
thesized by despread/filter/respread techniques, as done by Riegler and
Compton (Ref. 8), the signal reference could not be easily integrated in-
to an open-loop steered array. In the area-coverage beam example, the
signal has a known direction of arrival, namely from within the specified
area, but the desired signal is entirely unknown. The user signals tend
to occur in short bursts, so that adaptation to individual user signals
is not practical.

The maximum signai-to-noise ratio is an important criterion because
the infomation transfer rate is directly related to the signal-to-noise
ratio. This criterion is sometimes associated with the Howells-Apple-
baum algorithm (Refs. 9,10). This algorithm solves one case of the maxi-
mum signal-to-noise ratio problem, for a signal with a known direction of
arrival. The direction of arrival is described by a beam steering vector.

Let L denote the beam-steering vector for a known direction of arri-
val of a user signal of power, S, in a noise environment described by thecovariance matrix, R nn. The array output SNR produced by a conjugate vec-

tor, w*, is

SNR = - (4)
(w,R nn)

.1 The maximizing weight vector, topt' Is given by Schwarz's inequality as

opt" (constant)Rnl (5)

It was shown by Griffiths (Ref. 11) that, for this special case, both the
least-squared error criterion and the maximum signal to noise ratio cri-
terion produce the same output signal to noise ratio. But they do not
produce the same mean-squared error.

In the radar sidelobe cancellation system which motivated the deve-
lopment of the Howells-Applebaum algorithm, the beam steering vector is
often known. The desired beam is a single-mode, high resolution, pencil-
shaped pattern in the transmit direction. The beam steering vector can
be calculated from the array geometry and the known direction of arrival.

The direction of arrival can not be used as a criterion in TDRSS be-
cause of the uncertainty due to phase drifts in the satellite and ionos-

0
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spheric path. The beam steering vector estimate is a major objective of
the adaptive control system design. It is shown below that a more gene-

U ral maximum SNR criterion yields a useful algorithm for the TDRSS appli-
cation.

Known direction of arrival can be assumed for the area coverage beam
system. But, as described previously, there is no known criterion for
optimally selecting the phase relation between the elemental beams which
comprise the area coverage beam.

A generaZ moinjun SNR criterion assumes that the direction of arri-
val is unknown. The beamformer output SNR is the ratio of two Hermitian
forms

SNR"= (SN R (6)., (w,Rni )

where w is a complex weight vector, Rss is the signal covariance matrix,

and Rnn is the noise covariance matrix, including thermal noise, which

makes it positive definite. The optimum weight vector satisfies the ei-
genvalue problem

Rssw = ARnnw (7)

U
where A is the output SNR. For weights which satisfy this problem, the
SNR has a discrete eigenvalue spectrum. If the eigenvalues are distinct,
the maximum SNR eigenvector is unique, to within a scalar constant fac-
tor. The vectors on either side of the eigenvalue problem are the de-
sired beam steering vectors. In the single point-source user signal case,

m the maximum eigenvector solution is the same as that obtained by the How-
ells-Applebaum algorithm approach and the least-squared error method. The
differencs lies primarily in the implementation of the algorithm.

*':' The mathematical base of support for maximum SNR criteria is in the
theory of Hermitlan forms. Because of their importance in quantum mechan-
ics, there is a large body of mathematical physics literature concerning
Hermiltian forms. Elgenvalue problems are a fundamental part of this li-
terature. Computational algorithms exist for solving these eigenvalue
prolems.

It is known that if the largest elgenvalue of (7) is distinct, then

a computational algorithm exists which will determine the eigenvector u-
niquely, to within a scalar constant. However, if the eigenvalue prob-
lem has two or more solutions for the same value of X, the corresponding
eigenvectors are not uniquely determined by any computer algorithm. Thus,
maximum SNR is not a useful criterion when the largest eigenvalue is de-
generate. The solution will not be uniquely found.

In the area coverage example, the maximum eigenvalue is degenerate.
Clearly, maximizing the SNR is not a useful criterion, for this case.
In order to obtain a more rigorous performance criterion, one may use the

'ld
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mathematical structure and formalisms of quantum mechanics and informa-
tion theory to analyze the antenna as an information channel. In adopt-
ing the formalism of quantum mechanics, we make no claims to physical
interpretation of the antenna as a quantum device.

Let the state of the antenna be described by the weight vector, w.
Obserables are described by matrix operators; in this case, either the
covariance matrix or the cross-power spectral density matrix. The Her-
mitian forms represent expected values of the observable, the output
power. The signal-to-noise ratio is the ratio of the expected value of
-the signal power and the expected value of the thermal noise and jammer
power.

Since user signals are spread over the coverage area and are not
coherent, take the signal covariance model to be an identity matrix,

R 1 (8)

The identity matrix can be resolved by a set of projection operators

I I Ni (9)

. where ji is a normalized elgenvector of the noise covariance matrix.

RnLi =pi (10)

Degenerate eigenvalues of R would occur for the case of equal thermal
noise powers in different eAments.

Express the weight vector as a Fourier series expansion in the eigen-
vectors of the noise covariance matrix.

N

"' w - Z ci (11)

and the corresponding "average SNR" at the output of the array is

;''.(Ww) N
'--N - -- - P 

(12)
,..,. (W, nnW)

where pi is a probability for the antenna in the ith mode and *i is the
SNR in this mode. These quantities are related to ci by the relations

%; "-,, .. ........... .% -.*.*... ** ; :v . . .. ) k .... ? : . ...
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" "!: -! '- Ic i 12
="N I N (13)

and

"ii. (14)

Considering the antenna as an information channel, what is the ef-
fect of a given w on the information rate? In a given eigenvector state,
the information transfer rate is (Ref. 12)

= I flog(l + 1i)dw (15)Ri 41rn

where the SNR in the ith state, *i., is computed as a function of frequen-
cy using the cross-power spectral' density matrices for the signals and
noise. Then, the average rate of information transfer is bounded by

- . flog(1 + <*>)dw (16)
44

When there are degenerate eigenvalues, there are many ways to achieve
the same average SNR, hence the same average information transfer rate.
We seek a fair allocation of information rates among the users. such that
a fixed average information rate,

N....., -

"- . (17)

is maintained.

, ~ In the absence of other information constraining the allocation, it
.4 seems reasonable to use the method of maximum entropy; i.e., choose the

distribution of the set of probabilities, {pi}, to maximize the entropy,

N
H = - pilog(pi) (18)

subject to a fixed average information rate (17), and normalized proba-
bility

N
i 1 (19)

By classical methods (Ref. 13), it can be shown that the probability dis-
tribution -is

,.
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exp(IR i)
Pi N (20)

1 exp(pR i)

where the parameter, u, is chosen to satisfy the constraint (17). A
similar result is obtained if the constraint is taken to be a fixed ave-
rage SNR.

From the optimum probability distribution, (20), we see that if the
signal sources in each eigenvector beam have equal SNR and bandwidth, the
-probability distribution is uniform. However, where the SNR is low, the
information transfer rate in the ith eigenstate would also be low and the
probability is weighted correspondingly lower by the exponential function.
Degenerate eigenvectors corresponding to the same information rate are
assigned the same probability. This an intuitively reasonable result.

However, note by (13) that the probability distribution carries no
phase information. Although we can determine the relative amounts of
each eigenvector component in a given weight vector, we can not assign
a weight vector to the antenna, since we do not know the phase relation
between these components. By this, we conclude that the signal and noise
description is not rich enough to describe the antenna pattern at inter-
mediate points in a dense grid of points which would constrain the an-
tenna pattern to unique results. A similar situation exists in quantum
mechanics for systems in mixed states.

Another criterion that produces the Howells-Applebaum algorithm upon
differentiation is Noise Minimization, eubject to a quadratic pattern con-
straint. That is, define the performance criterion as

min (t,R n) + 'i-w1 (21)
w

Here, the Lagrange multiplier acts as a penalty function, so that the
weight vector w forms a least-squares approximation to the desired pat-
tern's beam steering vector, I, in the absence of jamers, and is con-

strained from departing too much from it in the presence of jammers. But
large jammers will cause a large reduction in gain in their directions.
This criterion suffers the same Incomplete definition as the others in
the case of the area coverage beam.

The Process Description. Gradient processes are most commonly used
to update the weight vector from a given value toward a value which im-
proves the performance criterion. Because of the conjugate symmetry in-
herent in the array geometry, It is convenient to analyze the antenna per-
formance criteria as real functionals of a complex vector space. This re-
quires a close look at the mathematical fundamentals to be sure the pro-
per definitions are available.

The complex gradient for SNR is developed in the next few paragraphs.
Complex analytic s hignalshave obvious advantages in analyzing communcation
systems. The complex signal leads naturally tc1 relations between complextransfer functions, based on the fact that the exponential function is an

etgenfunction for linear, time-invariant systems. In the antenna, complex

4.V
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eigenfunction for linear, time-invariant systems. In the antenna, com-

plex weights describe the gain of the path from an array element to the
beamformer output. The weight vector describes the state of the antenna.
The covariance matrices of array signals are Hermitian matrices. Thus,
it is natural to cast the array optimization problem in a complex vector

"!:, ._space.

Note that the performance criteria are usually real functionals of
a complex vector. The usual definition of derivative fails to work for

_ 1the function 1z12 , where z is a complex variable, because the limits do
not exist. Similar results are obtained with more advanced definitions,

. such as the Gateaux and Frschet differentials (Ref. 14).

:1 .The complex gradient can be derived from the Frechet differential
.5 "-" by using the dual identity of a complex vector space as a real vector

space of ordered pairs of real vectors, as outlined below.

*i : Suppose VR is a real vector space, and let V+ be the set of ordered
pairs {x,y } with both x and y in VR. Then V is a real vector space under
the addition rule defined by

11- + {+ 2 ,y 2 = {11+x , Y1 +42} (22)

and the rule for scalar multiplication by a real scalar, a, defined by

a{x,y) {ax,cy (23)

But the elements of V+ also form a complex vector space under the same
-* addition rule and the rule for scalar multiplication by a complex scalar

a +io defined by

(a+i0){xy) {ax-0y,ax+By) (24)
.1

,

"I * ~ Thus, the elements of V have a dual identity; i.e., elements both of a
complex vector space and of a real vector space. The rules for scalar
multiplication depend upon the role assigned to V-. This role depends
upon the scalar field. The rule (24) for a complex field is not defined
as scalar multiplication in a real vector space, since complex numbers are
not contained in the field of real numbers.

There is a way to obtain the result of complex scalar multiplication
in a real vector space, however. One may use the isomorphism between sca-
lar multiplication by a complex number (a+io) and matrix transformations

"I aI Y ox + [ ay (25)

' o~~~~~~~~ I°%.%%-%. ". ° o.•.,°• -i i LI i.. ° - sy I -. -. . . .. -.
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We can show that the inner product between two elements of V as a
real vector space is the real part of the inner product between these
two elements of V as a real vector space. This is the key to identify-
ing the complex gradient from the Frochet differential. The inner pro-
duct between two elements of 1 v~ctor space V is a bilinear functional
which maps the vector space V xV into the field F, and which satisfies
the axioms

1. (xL xx*(26)

2. (qx1+y.2,) = a*(xi,.1) + -*(12,y2) (27)

3. (x,1)10 V x c V4 ; (x,x)=O iff x=O (28)

For V as a real vector space, the inner product is (x ,x) + (y ,2)
For V as a complex vector space, the inner product isdeined bk
(--+iy12+iY_2)f= t(x1-2) + (Y,142) - i((__,LY)-(Yj,XP)) By comparing
the real part of the complex inner product with the real'inner product,
the assertion is proved.

Now, we can use the Frechet differential to define the gradient ?f
a real functional of a complex weight vector, from the dual role of V
Let T be a transformation in an open domain D of a normed space X having
a range in a normed space V. If for fixed x c V and each h c X there ex-
ists a 6T(x;h) c V which is linear and continuous with respect to h such
that

....' IIT +h)T( )- 6T(x;h)I!V
0--"rnim = 0 (29)

then T is said to be Frechet differentiable at x and 6T(x;h) is said to
be the Fr~chet differential at x with increment-h.

When the above definition is applied to an Hermitian form, we see
the T(z) = (z,Hz) is Fr~chet differentiable at z for zV as a real vec-
tor space of-ordered pairs of real vectors. It-is not differentiable for
z £ V as a complex vector space, because 6T(z;h) is not linear under the
rule of scalar multiplication that admits complex scalars.

The Frechet differential

.T(z;h) = (h,) (Hz,h) (30)

is a linear functional from VR-R. The norm of this mapping is

,Th = sup )T(;h)11 6TII hsII II

ht 0
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- The gradient direction is defined as a unit vector, h, aligned withwhc mxmie the norm, 6 1.FrT1 fH)i u
increment h whichm i For T(z) = (,Hz) in our
example, one can zhow by Schwarz's inequality that the gradient direction
is

Hz
-'. (32 )

and tho corresponding .Frechet differential value is 21lH_1, from (30). when
h is a unit vector in the gradient direction.

Similarly, it can be shown that the Frechet differential for the ra-
tio of two Hermitian forms,

'. "-. (w ,Aw)

T (_) = -(33)
(wBw).'

is

6 T(w;h) = 2RP (Aw- Bwt,h) (34)-_ (w,Bw)

and the complex gradient can be taken as a vector aligned with

= -XBw (35)

At the stationary points of the SNR, the gradient is zero. Thus, the
stationary points occur at points in the complex vector space where w sa-
tisfies the eigenvalue problem (7).

F. As a final example, the gradient of the performance criterion in (21)
is given by

R (36). . = nn W + Aw - 'X I36

The algorithm which completes the process description is usually a
linear update of the weight vector along the gradient direction, with the
step-size determined by a compromise between convergence speed and steady-
state accuracy (Ref. 14). In stochastic approximation algorithms, the gra-

"" dient measurement noise effects on convergence rate and accuracy are an
important consideration. However, we will not have room to discuss the
stochastic properties here. See the above reference for a thorough dis-
cussion. We will present an example of the construction of an algorithm
for maximum SNR, using the gradient derived in (35), and will discuss its
deterministic convergence properties.

A linear weight update equation, along the gradient of the SNR, is

.,+1 "ri + £n(Ai A BneW ) (37)

.4. + E n n .- -
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where we let A and B be the signal and noise covariance matrices, respec-
tively, for convenience in notation. Note that

(., Aw _- nBW) = 0 (38)

so the gradient is orthogonal to the gradient of the norm-squared of the
weight vector. Movement along the SNR gradient is tangent to the iso-
contour of the weight vector.

Though we do not explicitly analyze the stochastic effects of grad-
lent measurement noise here, it is useful to gradually decrease the step
size as the optimum is reached. This is equivalent to reducing the noise

-bandwidth of the algorithm as a filter. To obtain the effect of gradually
decreasing the step-size automatically, choose the step size factor c as

=I (39)
n X

Also, as a practical matter, we shall want to normalize the weight vector
since the variations in the weight norm will affect the gain of the beam-
former and introduce excess quantization error from the digitally controlled
weights. Finally, the eigenvalue can be estimated by means of an AGC ampli-
fier in the signal path. Thus, the algorithm for maximum SNR is given by
the three equations

w " + U (ZnAw - Bw) (weight update) (40)

n1 -nI -TI -

n  n (AGC gain) (41)

Cn+ 1i c n + 2 (R - (wn,w)) (normalization) (42)

The convergence behavior of the maximum SNR algorithm can be demon-
strated for the single point source signal case. The discussion deals
with equivalent differential equations. The approach used is to trans-
form the weight update differential equation to one describing orthogo-

• .nal coordinates, the eigenvectors of the matrix

H(t) - (t-I)S. - B (43)

which partition the vector space into orthogonal modes. The weight norm-
squared is fixed, and the "energy" in the weights is partitioned among
these orthogonal modes. Define a coherence coefficient whose square is
a measure of the proportion of the fixed "energy" which lies in the dom-
inant mode. Because t is variable, the coordinates shift direction as
the algorithm converges. But the dominant mode aligns itself with the
optimum weight vector as the proportion of the "energy" in the dominant
mode approaches unity. If the weight vector is normalized, the coherence
of the dominant mode grows in a exponential saturation curve toward unity.

. . ... .. .- S - * . ... . .. * . . " . -. " .w ' m . . . . , ' : ,J - - - ..-
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Now, to demonstrate this behavior, represent the weight update dif-

•. ferential equation as

• = UIH(t)w (44)

and let

w =MY (45)

where M is a diagonalizing unitary transformation such that

Mt HM = A (46)

is a diagonal matrix and the norm is preserved: (w,w) (y,y). If the
commutator

. -' B J 0 (47)

then the coordinates are eigenvectors of B. Otherwise, the dominant ei-S genvector coordinate is

mI a (All +8)' 1 (48)

and the other coordinates are in the null space of mI.

. .Thus, the transformed weight update equation is

-, . = UAy.(49)

and the norm-squared varies according to the equation

dtPnyha -2V = (50)

The weights have constant norm-squared iff 0 = .
'I

'.. Define the complex coherence of the ith mode by

yi (51)
(Yy)

Then the growth equation for the dominant mode coherence-squared is
%5 .de
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d tn I p0 1 2 z .. tn I yI' - e(y,y) (52)

= 2~i (A- ~)(53)

From (53), there is a monotonic growth in coherence for Xl>. If the
norm is held constant, then this condition is satisfied, because x, is the

,-dominant eigenvector of H. When A1=O, the dominant mode is aligned with
the optimum solution and the other nodes decay.

For example, when B= o2 1, the coherence-squared of the dominant mode
grows as

1p12 = 1 - (1 - Ip(O)12exp(-2u1o 2t) (54)

Note that constant norm-squared is merely a sufficient condition for
monotonic convergence. It may be that faster convergence may be obtained
by controlling the gain, t, in some optimal fashion. This is an interest-
ing topic which could possibly be answered by some techniques of nonlinear
optimal control.

Implementation of the maximum SNR algorithm is illustrated in simpli-
fled fashion in Figure 4. The received array vector elements are combined
into a single output with a beamformer. Mathematically, this is a com-
plex inner product. By the definition of complex inner product (26)-(7),
one of the vectors is conjugated. Here, it is the weight vector. Element
channel and sum channel signals are despread, using a PN code on a local
oscillator. The user signal is thereby compressed into a narrow-band band-
pass filter; whereas, the noise and interference signals are not correla-
ted with the PN code and are not despread. A pair of complex correlators
combine the array signal vectors with the signals processed by the beam-
former (inner product) to produce the signal and noise correlation vector
estimates. The gain of the signal channel is AGC controlled. The AGC
amplifier serves the purpose of estimating the eigenvalue, when its output
power reference is adjusted to control the weight normalization, as in (27).
The difference between the two correlation vector estimates is the gradient
vector estimate. This estimate is scaled by a step-size factor and added
to the previous weight vector to produce the weight update. Finally, the
weights are conjugated and applied to the beamformer. This convention of
conjugating the beamformer requires that the complex correlators be de-

" signed in such a way that the sum inputs to the correlators are also con-
jugated. The weight normalization loop is not shown in this diagram. It
is implemented by accumulating the sum of the squares of the inphase and
quadrature weights and comparing with an internally stored normalization
reference. The scaled difference updates the output power reference for
the AGC amplifier in the signal correlation feedback loop.

The 30 element sample channels must usually be multiplexed into a
single channel before despreading and correlation, in order to reduce the
complexity. Thus, the components of the gradient vector are not measured
simultaneously, but sequentially. The convergence rate does not seem to

N°
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:-4 -be sensitive to whether the updates are made sequentially or in a batch.
It is most convenient to process sequential updates through the microcom-
puter, which accumulates the weight updates controls the multiplex switch
for the element sample channel, commands the AGC power reference, and
controls the beamformer weights.

The signal processing, after the despreaders, is all done digitally
in the TDRSS implementation. The output of the despreaders is quantized
to 8 bits after band-limiting. The digital band-pass filter in the sig-
nal path is a four-pole Butterworth recursive filter. The correlators
are implemented as full complex products, using TRW 8x8 bit multipliers.
The product samples are accumulated during the correlation estimation

.. -period to reduce the correlation measurement flucuation noise.

Path length matching is very difficult to achieve. Yet, phase errors
in the correlation loops will cause the beamformer weights to cycle, in-
troducing a psuedo-doppler frequency offset to the beamformer output sig-
nal. To minimize this effect and to maximize the convergence accuracy of
the adaptive loop, a calibration procedure is performed periodically to
measure the loop phase shift for each element channel, so that phase cor-
rection can be applied during the normal adaptive mode. This procedure
turns on one beamformer path at the time and a common signal introduced

S, into the array channels before the element sample power dividers is used
allow a correlation measurement for each of the signal correlation paths
and the noise correlation paths. Phase information derived from this
calibration measurement can then be used to rotate the correlation phasors
for each element of the complex correlation vector during the adaptive
mode.

Beam steering vector estimates can be obtained from the adaptive con-
.. .trol loop in the converged mode. Convergence can be detected by compari-

son of the gradient norm-squared with a threshold after a specified time.
In the converged mode, the optimum weight vector is related to the beam-
steering vector by

"R
,:,Rn - (55)

, where R is the noise plus interference correlation matrix. But this is
the noigg channel correlation vector estimate's mean value. Thus, a Kal-
man filter is used to further enhance the estimation of the correlation

,7. vector's mean value when the adaptive loop reaches its steady-state. The
resulting Kalman filter estimate of the beam steering vector is used to
initialize the open-loop pointing program which controls the ground sta-

. tion's beamformer's between adaptive calibrations.

The discussion has focussed on the maximum SNR algorithm, so far.
However, it is a simple step to now consider the case in which the direc-
tion of arrival of the signal is known. If the measured signal correlation
vector is replaced by a computed beam steering vector, the results will

- -be the same. Thus, basically the same approach could be used, with the
appropriate beam steering vector, for the area coverage nulling antenna
application.

.

4,
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TECHNOLOGY NEEDS

The payload capacity of the Shuttle orbiter presents exciting possi-
bilities for future applications of adaptive arrays in communication sat-
ellites. Adaptive arrays have a better chance of being included in the
payload. But weight and power are still major concerns, because of the
competition by other high technology, such as on-board signal processing.
Thus, the adaptive array hardware needs to be budgeted as a small fraction
of the total; perhaps, tens of watts and one hundred pounds for a 5000
pound payload. Speed requirements depend on the application. Radiation
requirements are severe. Reliability requirements are near .90 for ten
.years.

Weight and power requirements favor millimeter wave apertures and
low power digital processing for adaptive array applications in which
high resolution is demanded with extremely deep nulls. Autonomous on-
board nulling demands that the digital components be able to survive a
severe radiation environment with high reliability. Millimeter wave
amplifiers and/or low-noise down-converters are needed to set the front
end noise figures in the array element channels, so that power dividers
and weight designs are not constrained by their impact on the G/T per-
formance of the array. In military communication applications, computer
speed with low power is important, since jamming interference directly
affects channel availability. Computer requirements are in the 1-2
MOPS throughput range with fixed point arithmetic. Memory capacity to
implement the serial type of gradient update algorithms are in the order
of 16K bytes of memory.

Reliability of autonomous operation are present concern, due to the
environment and the impossibility of repair, except by replacement. Fault
tolerant computers may have a future role. For the time being, FEC memo-
ry, self-testing for fault diagnosis and isolation by a ground-based op-
erator, and block redundancy are the norm.

nentThe lucrative commercial applications of semiconductor VLSI compo-
nents do not help the specifications of these components for military

". applications. Semiconductor manufacturers do not need such severe envi-
ronmental specifications in commercial applications as in space and the
military applications. Because of the high volume and less stringent re-
quirements, the costs are low. There is a need for high reliability, low
volume VHSIC and VLSI components which can satisfy the space environ-
mental specifications. A price somewhat higher than commercial product
levels might well be justified for the extra performance. Universally
applicable standard functional modules would increase the volume of sales
to offset the higher costs of production.

In the future, array antenna beamforming and adaptive processing will
be all digital or, perhaps, optical. Digital sampling rates up to several
hundred mega-samples per second with six to eight bit quantizing would be
needed. Once the element channel signals were digitized, the beamforming
and adaptive processing could all be performed digitally. The present
bulky analog beamformers could be replaced by an inner-product chip.or,
more likely, all 20 beamformers in the present TDRSS system could be placed
on one chip. Integrated optical systems could be used for beamforming and
correlation operations. Because of the highly parallel processing optical
throughput would be many orders of magnitude faster than computers would

•
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could ever achieve. Input to the optical systems would be by means of

LED arrays modulated with the array antenna signals.

THEORETICAL NEEDS

The major theoretical needs are in the algorithm area. There are
P several areas which need some development: performance criteria, perfor-

mance prediction, and implementation. We have discussed the lack of a
suitable performance criterion for specifying the phase of the beam steer-
-ing vector, in the case when all of the users have equal EIRP and data
rates and therefore presumably need the same information capacity through
the multiple access channel. We have seen that experimental optimization
of phase tilt in the nulling MBA can increase the resolution along one
axis, as shown in the work of Potts, Mayhan, and Simmons (Ref. 3). But

-. how does one formulate the goal that this process generates?

, ,Performance prediction is most often obtained by computer simula-
tion, at present. Prediction of the effect of weight tolerances is diffi-
cult, analytically. For example, it is known that if the signal and

noise covariance matrices commute and the weights are subject to Gaus-
sian distributed errors, then the SNR has a singly non-central F-distri-
bution. However, the most interesting cases occur when there is a jammer

signal present in the noise covariance matrix and the jammer is located
at such a position that these matrices do not commute. The algorithms
for maximum SNR are nonlinear, but interesting.

What we call theoretical needs for implementation sounds contradic-
tory. However, the architecture of the adaptive antenna seems to have
a processing bottleneck, at present. Direct matrix inversion has been
shown to have great speed advantages over gradient algorithms when the
weight updates are based on sample correlation estimates in both cases,
rather than a filtered correlation estimate. However, the complexity
of correlation measurement is a draw-back to the direct matrix inversion
approach. There may be distributed computational architectures based on

"* array or network computers in which only neighboring correlations would
need to be measured. Or one might use redundant structure of the cor-
relation matrix to advantage in factoring the matrix into sparse matrix
factors, as in the FFT, for some array configurations.

There are plently of analysis problems in the current approaches,
too. Optimum strategies for dealing with pulsed jammers need to be found.
What is the best strategy to use against a partial band or frequency-
following jammer: full-band adaptive processing, with its technological
demand for high bandwidth and close tolerance components, or Intermedi-
ate band processing after dehopping, with the need for fast convergence
and look-ahead?
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CONCLUSIONS

This paper was intended as a brief update and summary of work done
over the last eight years in applying adaptive algorithms to communica-
tion satellites. The most significant product of this york is the MA
system and its adaptive calibration system in the TDRSS . The algorithm
which was formulated to solve the maximum SNR problem, including the
AGC gain and weight normalization algorithm equations seem well suited
to the TDRSS application. Ground simulations of the TDRSS forward and
return link through the MA ground system, beamformers and adaptive con-
troller verify that the system can work within the specifications of
-0.5 dB degradation from theoretical signal to noise improvement. Soon,
TDRSS will be in position and we have an opportunity to verify the per-
formance with an operational satellite system.

The analytical approaches presented here are differ in some details
from the literature, because the performance criterion is different. But
the rather large body of literature on adaptive algorithms provides some
general principles which are applicable over a broad class of algorithms.

It seems that several performance criteria lead to the same opti-
mum weight vector solution. This should not lessen the search for new
and relevant performance criteria, because we are presently working with
a narrow set of scenarios for adaptive behavior. Vector optimization is
just beginning to be considered, for example, in which several aspects of
performance are simultaneously optimized.

Algorithm research seems to be the main focus in adaptive systems.
It is certainly the most interesting and intellectually challenging.
The fact that there is a large base of support in related mathematical
disciplines such as least-square estimation theory, control theory, the
quantum mechanics, and numerical analysis should provide a strong momen-
tum to the eclectic reader In this type of research.

Some technological and theoretical needs were discussed which, if
satisfied, would promote the application of adaptive arrays to communi-
cation satellites. In these appl.ications adaptive arrays offer the advan-
tages of flexible reuse of antenna apertures by many different signals
without significant performance degradation from theoretical, and the
ability to automatically spatially filter the incoming signals to pre-
vent interference. The feature of automatic interference rejection will
become increasingly important in more congested frequency bands of the
future as we become more dependent on satellite communication.

1The MA system concept was first brought to this author's attention by
NASA through reports of studies done by AIL (Ref. 15). The algorithm
developed in TDRSS development studies by the author was generated in-
dependently of the AIL system, which was not fully revealed in these
reports.

,
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ENHAICDEAE.T OF SPREAD-SPECTRUM SYST04S THROUG14
ADAPTIVE AMTEN0A TECHNIQUES*

James E. Dupree, Ph.D.
TRW Defense and Space Systems Group

Redondo Beach, California

Abstract this section is to orient the readers who are new to
this field.

Although spread-spectrum modes which exploit the Many adaptive array processors use some version of
structure of the desired signals in noise are highly Widrow's LMS (Least Mean Square) algorithm,1 a gradient
developed, adaptive antenna techniques can further en- method of adaptively solving the normal (or matrix
hence- the spread-spectrum performance by making the Wiener-Hopf) equations of the least-squares approxi-
most effective use of the spatial properties of the mation problem. The LMS aloorithm applies thk orthog-
signal and spatially distributed noise. This paper onal projection theorem of estimation theorye by ad-
discusses the relative S/N advantage of optimum adap- justing the complex array weights to make the error
tive spatial filtering, which forms nulls, over simpler between the array output and a reference signal orthog-
antennas which form beams in the user directions and onal to the received element signals.
depend upon low sidelobes for interference rejection.
This relative advantage is expressed as an enhancement Applebaum's criterion, 3 maximizing the array out-
ratio that depends upon the interference signal param- put signal/noise ratio, is mathematically equivalent to
eters and upon the beam correlation, which relates the a consLrained optimization of a Hermitian form. The
geometric and array-structure parameters. These re- optimum complex weight vector satisfies a generalized
sults show When it is useful to add adaptive nulling to eigenvalue problem. In the multiple user case, the
the spread-spectrum system, given an array structure analytical solution becomes quite involved. However, a
and int.rference environment. Also, the multiple ac- closed form solution of this eigenvalue problem is
cess use of optimum adaptive ar-ays is discussed and quite easily derived in the single access case. The
bounds on achievable S/N pairs and an optimum allo- optimization problem can be stated in such a way that
cation procedure are presented. the closed form solution is identical to the solution

of the LMS problem.Introduction
nruiSince a closed form solution for the single access

. In recent years, either highly developed spread- case is known. it is possible to compute it directly.
spectrum or adaptive array systems were used to enhance Reed. Mallet, and Brennan, 4 showed that direct inver-

Scmmunication system performance in an Interference en- sion of the estimated sample covariance matrix, though
vi roment. Combined systems, incorporating both an requiring high circuit complexity, leads to a rapidly
adaptive array and a spread-spectrum modem, provide convergent opt!rnal processor for a small number of el e-
further enhancement over the interference rejection of ments. Killer compared the transient performance of
either spectral or spatial filtering techniques alone, six different algorithms and demonstrated that the
This paper discusses the performance limits of the direct approach gives more rapid convergence than the
integrated spread-spectrum modem/adaptive array LMS algorithm. However, the number of calculationsprocessor. required per unit time is approximately proportional to"qmu and the number of circuit components is approx-

An adaptive array is an array of antenna elements imately proportional to mf where m is the number of
together with an adaptive processor. (See Figure 1.) complex weight controls.
The adaptive processor estimates signal and noise (in-
cluding interference) parameters and uses an algorithm Accelerated convergence and reasonable complexity
to optimize a set of complex weights according to a is obtained with an intermedjate approach: the re-
selected criterion such as minimum mean square error or cursive estimators. Baird0  showed that the LMS
maximum signal to noise ratio. Extensive discussions adaptive processing structure is derived in a more
of adaptive array algorithms exist in the literature general form by using the Wiener-Hopf equation as the
already. The brief sampling of algorithIs presented in observation equation in a Kalman filter7 formulation.

A priori knowledge is used to secure more rapid con-
lvergence, and dynamical models of the optimal array

.lo weights permit more accurate tracking in the dynamic
S-, environmient of a rapidly moving platform, for example.

*AMY This approach provides a more general implementation of
, the maximum S/N algorithm by using the necessary con-

dition as the observation equation in the Kalman
AY I algoritm.

These references and their associated bibliog-
" _ -J-- raphies establish the existence of solutions to the

single access adaptive array problem. Questions of
" ".implementation in a given application, convergence

speed and stability, and the effect of tolerances are
04-.-'1 each worthy of a complete paper. However, other ques-

tions of a (broader) theoretical nature are addressed
" mhere. We assume that the adaptive algorithm computes

*i uemm w .. u i~sevw.Fominrfs~eI wmm enBi an exact solution to the optimization problem and study
Figure 1. Adaptive Spatial Filter Concept the results. The first results are general expressions

Or~sen e at !CC 1977, Chicago, IL, June 15, 1977. Paper 48.4.

1
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for the theoretical S/N ratio degradation for the sin- In addition, the array output thermal noise power is
gle user, multiple-interferer, scenario before and proportional to
after adaptation. A well-known matrix inversion lama
is applied to the type of covariance matrices encoun-
tered in the adaptive array problem. The maximum 02
enhancement of the S/N performance occurs when the
interferers are at the 3 dB points of the bew cor-
relation. The maximum enhancement ratio depends upon n 2 a2

2 i" 2 + 02the maximum achievable interference to noise-plus- - - w (S)
interference for a given Interferer, and is asymptotic -=-to a value 6 oS less than this number.

In the multiple access case, two or more users 2
share the same antenna array pattern, but orthogonal n
signal design (for example, FW4A) is used to prevent
interference between users. This requires an optimum where
allocation in addition to the signal to noise ratio
maximization. Our approach maximizes the weighte
average signal to noise ratio with weighting factors
chosen to realize the desired allocation. Although the 72 2on (6)

*optimum allocation of multibeam comunications satel- n I
lite resources was discussed by Shaft and Roberts,8  t-1
they did not consider the effect of an interference
environment or correlation of user beams. The final
results in this paper present the exact bound on the is the average thermal noise-power per element. The
maximum achievable S/N pairs for a two user case. The total array output noise power is the sum of inde-
achievable S/N pairs, in general, belong to a convex pendent thermal noises and interference. Let the noise
region analogous to the achievable rate pairs for the covariance matrix be
Gaussian multi p1e-access channel di scussed in infor-mation theory by Shannon, 9  Cover, 10  and van der
eulen.l However, this bound is believed to be an 2 2

original result in the context of antenna optimization. al/a

Fundamental Background 22

The array (field) pattern of the spatial filter a2 ON  a 2 + E
(Figure 11 has the form ( - *T) -10

n OnIJ

F(k) +IL ww i() (7)

r is a vector with eleMents The noise covariance matrix is not only Hermitian, but
where also positive definite. (Spatially inhomogeneous

thermal noise can be considered as a collection of a
( " exp (j t) (2) large number of weak point source Interferers.)

The output signal-to-noise power ratio
and ai( ) is an amplitude factor describing the gain Sf

each ement as afJuntion of the propagation vector k. R (..-.S8
The factor exp (Ji .) describes the h*ase advance R-
a wve transmitted iJ the direction when te I 0

ement's phase center is located at I , relative to
the origin of the antenna's coordinate system. reduces to

The array output signal power due to a source pro-
ducing an average power S per element from the 'beam S (!,[ 4;w
direction", C, is proportional to R - u- (9)

a (wJe 1ONO
k)12 2 . S 3...> S~~IF()2 -SI~WlO 2 - W._.

+. in the single user case. The object of optimal fil-
The dyadic, or outer product. §1 , is a Hermitian tering is to choose the weight vector, w, to maximize
matrix, since it has the property that it Is self- the ratio, R. A closed-for solution "or thi maxi-
adjoint; i.e., A a A. mizing weight vectqr can be found by applying the

Schwarz inequality." Since the matrix, is
An interfering poJnt source producing an average Hermitian and positive-definite, it has an inverf; and

. power per element, J, after spread-spectrum processing a square oot which Is also Hermitian and positive-
in the bea direction, x, produces an array output definite.1|  Let
noise power proportional to

Jl(LI)1 2 *JWxx w (/2 (10)

2
.'% % .5."5 ' .555.-, ,-1. .1 -. . ._ .. . -(4)5S* * z -. z . .o)
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and A gradient solution of the elgenvalue problem is
computed recursively using the rule

.4 - II/z  (-l

hk+l " Ek + Kk (19)

S(Oj1/2 (2) where Xk is chosen as the signal-to-noise power ratio
2 -(ION ) at each w , and the gain matrix Kk is chosen at the kth

a (YI.) iteration to provide rapid convergence or small resid-
ual error in the presence of measurement errors. Exam-
ples of methods discussed in the literature are steep-

by Schwmrf; inequality. The upper bound is achieved est descents, relaxation, and conjugate directions.
- ~ for Y a i hs h pimmwih etrif. Thus, the optimaS weight vector is $ingle Access Performance Bounds

-(13) Suppose that an optimum spatial filter has adapted
-opt a ON L to a given interference environment. The maximum

achievable S/N ratio Is given by Equation (18) where
By another approach, we may view this optimization the noise covariance matrix, ON. describes the given

noise and interference environment. Now, suppose thata avariatioal calculus problem of finding the sta- an additional point-source interferer is added. By- tionary points of a amitgan for n sject to apli considering the resulting S/N degradation before and
ratic constraint. The method of Lagrange multipiers after adaptation to the new interference environment,

a c- we can Judge whether adaptation to the new environment
stant output noise power constraint. Maximize the is worthwhile and also Judge the effect of various
objective function, interference types, such as on-off pulses.

0 - S(wOesO + X(c - a2 (wfOW)) (14) The noise covariance matrix changes to

+
". The gradient of the scalar function, H. with respect to N +

! is (to within a constant) 0

by the addition of an interferer of J/o 2 average'interference/themal noise power ratio per element in
vW H - 5s * U (15) the despread bandwidth. The interferer direction is

described by a *beam vectorA x. Thus, its contribution
to the noise covariance matrix is the dyadic (outer

Nulling of the gradient, V H m 0, is a necessary con- product) J/o2 xx+.
dition for a stationary poant. A second necessary con- The array output signal/noise ratio, using the
dition is SH/3; a 0. Thus, at the maximum S/N, the weight vector obtained before adaptation to the new

" weight vector, w, and the Lagrange multiplier, X. sat- enviroment, Is
isfy the etigenvalue problem

2s I(iI1 (-) i)I2
216) R a - N(. (21)

% " subject to the constraint,
This relation can also be expressed as

cm (17) 1 1]

R a-F ( - H ()D I+ -1 (22)
which demands constant output noise power. As was pro- 0 N -
viously shown, the eigenvalue problem for the single
access case has the solution given in Equation (13)
where where IpXCI is defined as the beam cross-correlation

S -1 (xI* ( )i1I2
A* (LION s) (18)21

.4 0'~xCI -N (23)

theU maximm achievable signal/noise power ratio.Dytimenw ca itrptth dgaaiooBy ths means we cn Interpret the degradation

The solutions of Equation (16) are said to be effect of adding an interferer before adaptation as aetgenvalsues oOSrlaieto eW In the & 1acesdegradation factor
cas, It can be shown that the optimum weight vector
corresponds to the only nonzero oigenvalue of this
problem. Thus, agradientsoluteoof this genvalue 12] "1

problem. corresponding to any nonzero (positive) [ Ioxil (24)
eigenvalue, corresponds to the doninant solution.

.

le . ,,.~%%. , . *4.,., ~* .-
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(shown In Figure 2) that depends upon the maximum The proof of this lame is easily obtained by
achievable interference to Interference-plus-noise verifying that
ratio in the given environment after spread-spectrum
processing and with a bem correlation factor Irx I,
which describes the geometric factors of array aperture #-(I),(+) 1 I (27)
design and spatial separation of the point source
emitters. If loxg1z a 0. the new interferer is orthog-
onal to the optimum beam and there is no degradation, the identity matrix.
(In other words, the interferer is in a null of the
array pattern.) Even if this is not the case, when the It follows from the matrix inversion lemma.

* optimum interference to Interference-plus-noise ratio applied to Equation (20). that the maximum achievable
is much less than unity in the despread bandwidth, S/N after adaptation Is
there is little degradation. But if the product of the
beam correlation and the optimum interference to S
interference-plus-noise is much greater than unity. -y ( )j )
there is a significant degradation. It will be shown 2
later that as more interferers are added, their indi-
vidual degradation impact Is reduced.

To see the effect of S/N degradation after adapt- S -- __ (X__ N1('x-)(1 x_1_ )
ing to the new environment, one must invert the new H ( 1Nl(-) )
covariance matrix and compare the optimum S/N obtained + ( .- WON _ (-)!)
by adaptation with that available before. This is -
easily done by means of a matrix inversion lemma.

i', (28)
S. Matrix Inversion Lemma: If i() s a positive

definite Hermitian matrix and if T(s) srelate to
*TE-Tj The S/N degradation factor depends upon the maximum

achievable interferer to interferer-plus-noise ratio
and the beam correlation in a different wanner than for

( (-) a x (25) the nonadapteo case. A plot of this relation is shown
in Figure 3.

then, the inverse of 0( ) is given by By repeated application of the matrix inversion
1- lemma, a sequence of matrix inverses can be generated,

[ ae 1 Wxx -l corresponding to each of the interferers contained in
I (-) (26) the enviroment without requiring any further explicit

+* aW le(-)X Jmatrix inversions. This is especially useful if the
1 -matrix (-) is a diagonal matrix. Note that the

denominator in the matrix inversion lemma (26) is a
where a is a positive real constant scalar >1. since ax+*' (-x is a positive definite

whoe aIs poitie ral on;nt.Hermitian form. -

30 30 do
20 do

20 - 20

, 1 _ :M Vii

10 20

%

1 .0 to g 40 o.o 1* n 3 40g

-10 LQI00 * 012. -AMACOMA N, A -0 1.000 1
0 1I 4VA COIM N. 4

Figure 2. S/N Degradation Due to an Additional Figure 3. S/N Degradation Oue to an
Interferer as a Function of Beam- Additional Interferer with
Correlation and Maxima Interferer/ Optimum Spatial Filtering
Noise Ratio (Before Adaptation) (After Adaptation)
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• * The enhancement ratio describes the ratio of the assume a maximum value in the beam correlation interval
S/IN degradation factors before and after adaptation to (0, 1). Indeed, the optimum value of beam correlation
show the effect of optimum spatial filtering In im- s IPxl 2  1/2 and
proving the S/N ratio. The enhancement ratio, obtained
from Equations (24) and (28) is (Figure 4) (1 +IJ( Ie (-) 2

'max .,02 N (30)

E L2 (a'lf', EUSX (10 1K ) (30)

1; 11, 1 This maximum value of enhancement is asymptotic to a
nterferer/intrferer-plus-noise ratio in the despread

bandwidth. That is, for

(29) (2) (xl 1(-)x) >1 (31)

Same special cases and examples explain the nature
of this performance measuref~gl the adaptive array. If then
the beams are orthogonal, IP/ a 0, E a 1, and the en-
hancament ratio is the same before ian after adaptation(0 d). If IPIZ - 1, then E a 1, and the enhancement Emx Tl a 1
Is again the same both before and after adaptation. In o
these special cases, adaptivity is useless. It is not
needed In the first case since the interferer is al- A plot of ELax, Equation (30) is shown in Figure S.
ready in a null. It is not possible to adjust the
signal and interferer patterns independently in the Example 2. An interferer of +20 dB J/N at -3.01
second case since the beam correlation is 100 percent dB beam correlation causes 17.8 dB degradation before
between the user and the interferer. Let us consider a adaptation (Figure 3). After adaptation, the S/N
more usual case in which enhancement Is obtained, degradation Is only 2.97 dlB. The enhancement ratio is

17.08 - 2.97 - 14.11 dB. This Is the maximum achiev-
E: Ex&=le 1. An interferer at -10 dB beam corre- able enhancement for a 20 dB interferer, as shown in

latlon has a maximum interference to noise ratio of, Figures 4 and S.
say, 10 dS. Before adaptation, Figure 2, the S/I

* degradation is 3.01 dB. After adaptation, the S/N Multiple Access
degradation, Figure 3, Is only 0.41 dB. The enhancement
is S/N is 3.01 - 0.41 a 2.60 d. This agrees also with The multiple access problem for the array is a
the enhancement ratio curve shown in Figure 4. maximization of the weighted average signal/noise ratio

or. equivalently, a minimization of the array output
In the special cases examined above, the unity noise power subject to an equality constraint on the

enhancement ratio means that the adaptive system pro-
vides no enhancement at the extreme correlation values
of 0 and 1. At intermediate values of bern correla-
tion, as shown in Example 1. the enhancement ratio Is 55
greater than. unity. Thus, the enhancement ratio must

tic do45

dso3S 00 30 
540~~3 --4d

"/' ;~~~l -., o,

'".0 0 30X 0 0 5 o i 0 3

. O 0IMM Ano, a

Figure 4. Enhancement Ratio -Relative Advntage Figure S. Maximum S/N Enhancement
of Optimum Filtering as a Function of Ratio for Optimum
Seam Correlation and the Maximum Adaptive System

S Interference-to-Noise Ratio
5
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1weighted average signal powers for each of the users. where
Thus, the optimum weight vector. Mapt, must satisfy the
eigenalue problem

tooks A41p+ ) (41)
1 1 A 1 4t (33) F 2

W1

where we have assumed a2  I without loss of generality I I I N*ml (42)
and where the allocation weighting factors, Al. are S (LIC 0-

chosen to satisfy the desired allocation. The form-of
the optimum solution,

and

m
ON Li |,1 (34) 2 ( lal)l

i-1 -l Iz . 1. I ,/ .]) 1 I ;/.. )(43)

is the linear cumbination of solutions to the indi-
vidual user maximum S/N problems.

Let the vector of weight vector projections in is the beam correlation coefficient. The vectfrs &
each user direction be denoted by c where c - RIw) and 12 are orthogonal with respect to @N if IPI - u.
is the ith element of c. Then, frm Equation (34 N)

If the vectors C and C2 are orthogonal with
respect to 0_1, an( khe rootEs of the determinantal
equation are dlstinct, either

c- 2) 1S(1111 )  (44)

I Il(2 ION 1 A2 2(1#' 2 or

for the case, m 2, or 'l S S2('1#NlL2) (45)

c- -G(kI, 2)  (36) is the dominant etgenvalue. The corresponding

eigenvectors are

- (37)c 
(46)

u - (§2 )|On* of the users is selected and th other is nulled.I t This is a classical capture effect. The selection of

one or the other of the users is controlled by the
and G(X1 ,A2 ) is the Gra matrix In Equation (35). The choice of X1 and X2 to make its eigenvalue dominant.
tigenvalues are roots of the detenminantal equation Both users are served when

det[A-1 I - G] - 0 (38) A1  A S1 (iI 1  X s2(l~~ (47)

When Ia 2s. the elgenvalues V1 are roots of the is a double root of the characteristic equation. The
quadratic equation normalized S/N ratio for the first user is then

- ~s(1l~
1
1 )(1 - A2S(L2'#;l4)) 1(4 .Wl 1I(48

..AIA 2S1 S2 " (S I ", 1 ) 1 2.0 N Ie )(1 O (II O;le)

and the normalized SIN ratio for the second user is

The dminant solution is 2 . )

A A S -L 1 2)6 (40) ( 0I.1)(_l, ) 1 I 1 1 (

6
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In general, II2 0 0, and the ratio of user and

signal/noise ratios is proportional to the ratio of the
gains. Then, I1i1Iw-I2  2

%~!(±~I S ~ 2 (5)(11O 1 ' 1 (tl to) (05- 0) *

2 2 lA plot of the maximum achievable S/N ratio pairs
S. .is shown in Figure 7 as a is varied, with the beam cor-

.' This ratio is shown as a function of a in Figure 6. relation as a parameter. This shows that two users
The classical capture effect Is seen as the ratio a Is cannot simultaneously realize their maximum achievable
varied. An enhancement occurs in the ratio of signal single access S/N ratios unless the bean correlation is

i lpowers i% the array output. When the correlation oIl unity. This means that two users are either collocated
I s small, the ratio of pins is a sensitive function'&. or located on periodic grating lobes of the array pat-

Ai tern. On the other hand, two users located within the
The bound on achievable S/N ratio pairs is deter- half-power beamwidth of the array pattern can realize

r mined as follows. Since at least 86 percent of their maximum S/N ratios by
properly weighting their signal powers in the average
S/N.

A- 1 Il( it)1 +]2S2 1 (h1w)1 (51) Optimum allocation of the antenna gain in an
" *..) ( interference environment is performed in the following

' ." way. The maximum S/N improvement for either of the
users Is equal to their improvement factors (E1O€i 1.l)

A. then, for the optimum weight vector, W, or (,efil 12), respectively. If the gain is shared,
* then e improvement factor of each must be reduced.

" ". r 2 2 For given data rates, the user's threshold S/N re-
;. 1s11- S22 quirements are determined by their signal design.A I -,| + 14210-1-'2. (52) Allocate the gain in such a way that the two users
/ 2142101i S'reach their thresholds simultaneously as their signal
.:.. I -. I powers are reduced by the same factor, in a given

n y t Eq n ad w b Interference environment. If the users do not

-. and by substituting Equatons (401 and (50) w obtain threshold together, there is an imbalance in the
- the equations for the maximum achievable S/N ratios: allocation of antenna gain. Thus, set

q1!) 12  + ''o 2) 1-
___3)__W_1 (55)

I
30 0.00,1.0

*- ,-..,,. , ,., --.

Y2 M.~ ALLCAIO i0J .__120 I L- ) I 0.

0.7 0.3 04 .

i I o .;,, If 1' . ¢-0.1 Af ,TI I ,
"IIS" .I 5 *;_ ,___ _

:--20 4". 0 , 1 ,o20(.. 3I Z 2.l ., \ \J,~ ~1 '"~o) do .,, / :\ \

0.0_ I: I --1A 'a
¢ "/-I--0 0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.1 O.V 1.0

Figure 6. Normalized Gain Ratio Allocation Figure 7. Achievable S/N Pairs for Two

Versusa Multiple Access Users
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where T1/T2 is the ratio of thresholds for the users. ratio is a function of the maximum achievable
Then, in order to keep both users above their thresh- interference/noise ratio of a new interferer introduced
*Ids, we must have into the environment, where the noise includes all

previous interferers. The maximum enhancement occurs
X1 +for an interferer with a beam correlation of -3.01 4U I> X1T1 . 2T2 () and, fdr large interference/noise ratios, the enhance-

-ment ratio is 6 d8 less than the interference/noise
ratio.

"S ~The allocation problem is solved by finding the
ratio AI/ 2 from The absolute S/N degradation saturates for

interference/noise ratios larger than about 20 dB. and

T A 2  depends only upon the beam correlation for larger in-
1 2  M0 (57) terferers. This gives an absolute worst case limita-
2 A (1 tion to the S/N degradation for the ideal adaptive

array. The beam correlation has a simple interpre-
tation in a single interferer environment. It is the

Since we know T1/T 2 . and since both 0 and a are fun sidelobe response of an array pattern in the inter-
Sineswe knof T1 /TL 2  and sine bothtond 7) ore fthnc- ferer's oirection when a oeam is formed in the desired
tions Of)A2, we can solve Equation (57) for a, then user direction. Thus, tne beam correlation factor
determine A, A 2 . The solution is contains all of the geometric factors related to array

structure and user interferer geometry.

A SI- I Tj1 In the multiple user case, optimization of the1 ()1) array means maximization of a weighted average
"2 SI /T-'/T" signal/noise ratio. The weighting factors in this

average satisfy an optimum allocation of antenna gain
in the interference environment considering the beam

for correlation between the users. Exact bounds on the
2maximum achievable S/N pairs are stated for a two-userI T < case. The resulting curve, which encloses the convex

region of achievable S/N pairs, represents the set of

where Ti is the normalized threshold of the th us maximum achievable S/N pairs under all possible
Thus:'- weightings in the average. This curve is a function of

Ti/Si(4ltI$N ). Table I shows examples for two cases. the beam correlation between the users. In the case of
users orthogonal with respect to the noise environment,

Table 1. Optimum Gain Allocation for Two Users a capture effect can occur unless the weighting pro-
in Interference (ll U 0.1) duces a double root of the eigenvalue problem. For a

unity correlation, the users can each simultaneously
realize their maximum achievable single user S/N's.

., 1 1 ) 2 The optimum allocation procedure results in simul-
-'/ SI_____ ___-__-2 S1,ItS_)I taneous thresholding of both users and leads to a

I__( ___' _ ) (___)1_simple graphical procedure for evaluating the maximum
% /kk% S2 ' achievable S/N pairs under an optimum allocation, using
""z _ _ _ the bounds on the achievable S/N pairs.
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MARLIN RISTENBATT communicator requires that the adaptive
array be 'fully adaptive"; in contrast, in

I d ist keffrto talkwe aouroings a many radar applications including sidelobeOne is the effort that we are pusigat
pursuing cancellors, we know the direction of arrival

the University of Michigan which is a small of te s If w e dn tin o ating
project that ties in very well with what o h inl fw o' nwayhn

about the direction of the signal, which is
we've been hearing heretofore. Then I'd the kind of a tactile mobile communication
like to lay down some thoughts I have situation which I've always been thinking
concerning what's going on in the about, then we need the fully adaptive kind
communications world in adaptive arrays. of model. Therefore, we are talking Slide 2
The thoughts are not entirely technical but o u The weightstbe ing co pu e a

deal with the sorts of things that we pbout of ae at r in veo n an a
woud ik t atemt o o.product of a matrix inversion and a

steering vector, where the steering vector
My favorite way to think about strategy that we use is straightforward but

combining the adaptive array with spread very effective. That is, we divide the total
spectrum in communications is to say that sector into apriori trial periods. i e Ne do
it plays the same role as power increases parallel processing. It's been used in the
do. The bottom line performance of an Navy with sonar for a long time, and it
antijam or any kind of ECCM application is works very well here. In combining the
that if you don't have to communicate adaptive array with spread spectrum, one
while being too close to the jammer, then thing that you could do (back to Slide 1) is
you don't need the transmitted power to put spatial processing in front of a
be unusually high. The way we've been modem. See Figure 1. One hazard,
trying to lick the jamming prollems of the however, is that we may in fact cancel the
world are to: (1) use spread spectrum, (2) intended signal during the (waveform) sync

% increase the jammer power and (3) process. and we have the question of
I. increase the transmitter gain if we can. which algorithm, waveform or spatial,

Consider the adaptive array gain. See adapts first. This has sometimes been
Slide lb The GR is the gain in the direction called the "great race" problem
of the intended transmitter versus that in Simply placing spatial processing
the direction of the jammer. P. is the ahead of waveform processing is the
transmitted power of the jammer that simplest thing one could try, and that's not
results in power J at the receiver. Then very sophisticated A more sophisticated
there is the required Eb/j0 for the system approach was presented by Compton (it's
which may include the coding gain. been mentioned by Irving Reed), and that
Anyways, adaptive arrays can make a is, to put the spread spectrum modem in
complementary contribution to spectrum the loop of an analog LMS kind of
spreading and power increases, except algorithm. Slide 3 Now the array is in

• ~ .when the signal and jammer are aligned If effect, trying to null anything that is not
I can get 20 dB from an adaptive array correlated with the intended signal. In this
contribution, which co.ies solely from case the intended signal can be private to
signal processing, I don't have to increase the communicators, consisting of a
power and I don't have to use more pseudonoise signal where we know the PN
spectrum. Of course, all the ECCM
communicators now are trying to sequence, i.e., the system knows the

efficiently combine adaptive arrays with (in dB) of both processing gains. The

spread spectrum, and avoid any pitfalls of s te in Si 3 iso c ls ed loop and
thiscominaton.A taticl moile system in Slide 3 is closed loop and

this combination. A tactical mobile Compton has claimed that this system

'-,I v * 
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synchronizes very well; however it is in compression does two things for us.
the sync area that it is most difficult to We're doing the SMI (sample matrix
determine how well it works and under inversion) computation on hypothesized
what conditions it works. It's that very signal (using a sliding window processing)
point that I want to emphasize again and and we do the covariance estimate on the

. again, i.e., sync is the driver in these independent samples that we know do not

situations and that's where we need to contain signal if in fact the current
" work. hypothesized signal position is correct. So

we have a disjoint signal-to-noise and
I've brought Slide 4 for a quick noise-only condition. We're doing the

refresher that all matched filters of a
pseudonoise signal will produce at their covariance estimate in a communications
output the autocorrelation of the problem and hence we don't know where

the signal is in time, nor which direction it
•7 -:pseudonoise signal, i.e., we have the pulse is. So we don't have the sidelobe canceller

compression of matched filtering a PN infomation if you wilWe caner
;';" signal. We use this fact along with the ifr aion, if you will. We can separate

sufwthe noise-only values out to get the
open loop, sample matrix inversion covariance estimatebased on 2N up to
algorithm to do the following. See Slide 5 2TW samples; we apply the algorithm on a
We are doing the matched filtering sliding window basis and have increased
processing first. This is contrary to the the SNR, due to the matched filtering, for
traditional way of putting the adaptive
array processing first. This, we claim, the spatial processing. That's what we're

_ comes very close in performance to the using.

system which either does the processing Slide 6 1 would like to just
simultaneously, i.e., the array and temporal, summarize what I think is the status in the
or does the temporal first. So, I will first general area of combining adaptive arrays
do the matched filter processing on the with spread spectrum. First, I'm convinced
received samples. We use the 2TW (where that we must distinguish between some
W is the instantaneous bandwidth) fairly disjoint application areas. The mobile
independent chip samples in the PN word tactical is the one that I was concerned
for matched filtering, and use at least 2N with above, and within that we are talking
(or all) of the same samples to compute about VHF, UHF and microwave
noise covariance estimates from that same frequencies. For the satellite cases, the

-.' .*'. sample. We do not get in new data. We do sidelobe cancellor model may be of
the pseudonoise matched filtering as the interest, as well as in-beam nulling. The
first processing, and use the apriori HF and tropo scatter adaptive array
steering beam. For the latter, we models may also differ from the models
hypothesize signals in certain directions, and techniques useful in mobile tactical.
and we did some studies as to how many Let me comment that r~ombining
directions we need in order to not lose Let m e m et a n€= arrays with spread spectrum is an
3ensitivitV. We claim, (and it's been interdisciplinary business:
challenged by one person but I think that

Communications theory, antenna theory,
we are right) about 3 to 4 apriori and signal processing. My background has
directions is all you need to make use ofth apir scosieyo o'tne been in communications theory and spread

rthe apriori sectors, i.e., you don't need a spectrum. This topic is difficult to work in
great many different apriori sectors in the because you have to learn enough about
steering sense.

" Le r yone of the other areas, or the other two,
S't me remind you that the pulse to make any progress. As another

.* * *. , * **.'o•'*' ~. *o" .
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observation, it seems that there are a world. The radar is a somewhat different
number of existing systems that are using problem (85% of what you read about
new techniques, but we as researchers do adaptive arrays applies to the radar
not have a very good ability to learn how situation). The communication applications
those things are going. This is because (other 15%) are growing, and will continue
performance of the ECCM systems is to grow in the future.
usually classified. In order to be effective,
researchers must get the feedback of how sync because that's the driver in the anti-_: things are going, which lets them vernier jam world. I believe we must emphasize

and hone in on the correct problems. I do jam the
new architectures, suhas tespectrum

know of at least one case where a simple bus, of which JTIDS is an example. The

combination (of adaptive arrays and spread cof which is n alled
spectrum) was tried, and I am hoping that Enhanced JTIDS (EJS) used to be called

Jerry Gobien will tell you something about SEEKTALK (which is what Jerry Gobien is
- that. They had a fairly simple combination EKA (hciswaJerGoens

tf hatTe adra falle comiato going to be talking about tomorrow). Also,
of adaptive array followed by a PN modem. there are self-organizing systems like

The current status is that placing a packet radio. These are fairly new
modem in a closed loop was proposed by architectures and the way that adaptive
Compton (as noted) and we have been arrays, spread spectrum and error coding
pursuing the open loop, (matched filter are going to play together is still an open
plus the sample matrix inversion) which problem. We need network concepts to be
takes advantage of the transversal filter, developed concurrent with the technology
stores the samples, and lets you use the pursuit, and we need better feedback from
same samples for the 2N up to 2TW the user community.
computations. Our open loop technique is Slide 8 Finally, I want to talk about
compatible with apriori sectors and
expl hih proin seedos tatd trends and opportunities. Open loop is theexploits higher processing speeds that wave of the future. With VLSI, increased
should be available with VLSI. By that we,'.- ean i's ru tht he peds nsde he processing capability is coming.
mean, it's true that the speeds inside the Transversal filters are the right way to go
receiver processor are yet higher than the The incoming samples are momentarily
spread spectrum bandwidth, and we can
t d e h c dstored and you can use them for iterative
technique does not take advantage of calculations. I claim that two-way
techu dcommunication is getting to be integral
that.) We claim that there are fewer sync with these new types of networks. i.e.. the
problems with this technique, and we are three that I've mentioned. When you have

,, currently trying to prove that. two-way communications, new solutions
The invitation to this workshop appear to some of the problems that we

asked us to consider 'what are the have had all along. For one thing we can
" needs?" My answer is outlined on Slide 7. I envisage transmitter adaptive arrays. (All

claim that there is probably a unique the adaptive arrays thus far have been
combination of spread spectrum, adaptive receiver adaptive arrays.) Feedback may

. arrays and error coding for each of those permit synergism for achieving ECCM that
* application areas that we've talked about. ought to help a great deal. (I'm talking

That's what we need to find. The driving tactical mobile where you don't know in
problem is sync, and I think the optimum qdvance the direction you need to go to.)
combination during acquisition sync is an in addition to transmitter arrays, it also
open problem in the communications permits power control. I fully believe that
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if we had a satellite in the sky looking
down at all of us, making judgments, they

*. would say that our attempts to solve our
ECCM problems solely by increasing power

-and taking more bandwidth may in some
cases, be creating as many problems as it
solves. We are interfering with ourselves
and we are taking inordinate bandwidth.

,. So power control comes with this two-
way business. And finally, we can also

have adaptive data rate so that we can
S.•use the system to the maximum rate that

the jamming will prevent. Also we might
improve and refine the new network
architectures that have emerged. Thatconcludes what I want to say.
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ROBERT DINGER matched Because the output goes a,

Slide I I'm Bob Dinger from China [Z-Z ] this mixes together all the

Lake. I'll talk about an array that I call the termiations so that the current in each
reactively steered adaptive array of RESAA element is a function of the setting of allrea-coctielte d a v athe other elements. That also makes
concept [1,2].

analysis hard to carry beyond this point.
Slide 2 I'll talk about the theory

followed by our recent results on a 4 GHz Slide 5 Figure 2 is a plot of a 3-

microstrip array, both simulations and element array output as a function of the

experimental measurements. I'll say up normalized reactive loads on the two

front that it's still an open question as to parasitic elements for a signal incident
hw ebroadside to the 3-element array You see~~~~how exactly the RESAA approach is going ta h hieo ecielasta

to apply to a spread spectrum system I that the choice of reactive loads that

believe it could be used in a wide minimizes the output power of the array is

bandwidth system, and I think it does have given by the bottom of the bowl

promise for improved performance over Therefore, any control algorithm basically
estimates locally the surface gradient andother adaptive array tecthniques
attempts to go to the bottom of the bo.,i

Slide 3 Basically. the concept is quite Unfortunately it is not a parabolic bo;-,I Of
simple. See Figure 1 You have one course the optimum point. (the solution
element in the array that s only connected point) moves around as a function of
to the receiver; the other elements are all angle incidence and number of
parasitic. They are mounted in close interference sources.
proximity to get tight coupling, and the
beam pattern is formed by the values of Slide 6 No usn N aRro
the adjustable reactive terminations. You theory back at the Naval Research
monitor the the output of the receiver and Laboratory (NRL) a few years ago ve tried
use an adaptive algorithm to adjust the pattern adjustment deterministicaly with
reactive terminations. Physically what is an HFering a a cn7ele e ve the
happening is that in addition to receiving ceter elem e wscnee t Te
the main signal, the center element is recever [h. See Figure tringles
receiving scattered radiation from the represent the pattern we are trying to
parasitic elements. The scattered radiation synthesize by doing nonlinear least
phase depends very critically on the value squaresfitting on a opute Te fitin
of the reactive terminations determined what values of reactive loads

were needed. those values were set on
Slide 4 The theory looks deceptively the terminations, and then the pattern was

simple. Roger Harrington (3] worked the measured. Figure 3 shows that we can do
theory out in 1978, and showed that for a this fairly well except for the back lobes.
parasitic array, the output is given by Eq 1 Fig 3 shows 3 trials. Harrington's original
on slide 4. The quantity ge is the usual idea of doing this deterministically. is
element pattern, along with the phase probably not practical. That is because you
factor for each element. The quantity can't accurately set the reactive loads, and
[ZA+ZL]'1 corresponds to the driving you don't know the theory of the mutual
currpnt at each element and includes the coupling and all its imperfections well
mutual impedance matrix. In the load enough. That's when we tried to do it
matrix, which contains the reactive adaptively.
terminations, the central element
(ptheloment) connected to the receiver is Slide 7 Figure 4 shows a pattern for

'.- ;"". " - "
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an HF arra, at 23 .1Hz. vihich is dbour 15 or the average of that output If you can
meters '•.avelength. The array -. as 80cm in derive an estimate of the interference-to-
diameter so that the overall size of the signal ratio you could use that to adapt
array is about 1,'20th of a wavelength The the array
interference incidence angle is indicated Slide 10 Figure 8 gives some
by the arrow. This response was obtained iut reut satn wi .ntasi: mulation results starting with n itial
by manually adjusting the loads on the n ae cc ls 0 T~normalized reactance values of 0 2 This
elements to minimize the receivedl~l~l ... .. shows novi the weights adapt themselves
interference power The performance is to the final steady state solution. There
quite good for an HF array that you can!+,.,_ .... .... are two examples of K shown here. One

* -_ actually carry in your hands That work is ar t,_ e.aple of K.shown.here. One
" contnuin at Ris a K that s perhaps a little too small; the

cother is a K that's too large. The sawtooth
Slide 8 The array I want to present is jitter at the optimum solution

data on is a 4 GHz 5-element microstrip Sie. Fue shst ba. . .Slide 11 F igure 9 shows the beam
array Figure 5. The center element isconete t te ecivr.an.ter. ae. history for Figure 8. Iteration 0 shows the

celet wthe recive ad the ads initial beam and it adapts for interferenceI::." elements with reactive loads. The loads
are,, simple pat -45 degrees, the beam forms a nullare simple varactor phase shifters Figue This is a iuato for 3 elemens

g. igure 7 shows the kind of performance

that we obtained last year again by Slide 12 Figure 10 shows a
manual adjustment of the terminations, measurement system for an array that is

% The arrow is the interference signal and actually 4 parasitic elements (there are

*". you can null it down to -30 dB or -40 dB only 2 shown). You have a test signal, the
below the average value of the pattern array is controlled by a computer, etc.

I~~t away from the null.. ..ay fo tSlide 13 Figure 11 presents some
results of interference reduction. The

. QUESTION: What's the initial power is about -20 dBm. There are

element separation in 2 different starting solutions, i.e., the
wavelengths ? voltage of the varactor diodes in volts.

shown The receiver power is reduced
ANSWER: The separation is a from about -20 dBm down to around -50

. .tenth of a wavelength between or -60 dBm The lagged curve is jitter at
elements. the optimum solution.

The rest of this talk concerns my Slides 14, and 15 Figure 12 is the
recent result in automatic adaptive control. reactive load variation during the power
The algorithm uses the steepest descent variation shown in Figure 11. Figure 13
equation which is shown on Slide 9. The shows an example in which we track

Ii," * details of how you estimate the gradient during antenna rotation. The system first
and exactly how the order of the steps are converges, then tracks while the antenna
done for control are not critical to this rotates 45 degrees.
discussion. Basically you have a rate Si• lide 16 F-igure 14 shows

-,. , - constant K, which, if too high, produces Slide 16 , igure 14 shows
noise. You will get faster conversion, but snapshots" of the pattern during the

-. ..tejttri.h.. otmo e . antenna rotation. It shows how the null
toe much. Pos se rtero n functis points towards the interference as it

too uch Posibl crteron fnctons moves from 90 to 120 degrees.
include, for power inversion with no
reference, just the output of the array (V Figure 15 shows an example of a

'9..
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pattern formed with both a desired signal because you are controlling the coupling
and a source of interference present The you can better control the pattern. I also
algorithm is based on the steepest think it has potential for an add-on array
descent method, with an estimate of the in front of an existing receiver, perhaps
desired signal derived from a synchronous more so than for other adaptive array
receiver. Further details of the receiver techniques.
structure are given in [6] for this mode of
operation.

In Figure 16 the nulling frequency 1. R.J. Dinger, "Adaptive
response is given To obtain this plot, a Microstrip Antenna Array Using
null was formed broadside at a frequency Reactively Terminated Parasitic
of 4.00 GHz. The reactive load values for Elements," 1982 AP-S
this null were then left fixed, and the International Symposium
frequency was swept. The nulling Digest. Albuquerque, NM, 24-28
bandwidth, defined as the frequency range
over which the interference is rejected by
at least 20 dB relative to the pattern 2. R.J. Dinger "A Microstrip
maximum, is about 20 MHz in this Power Inversion Array Using
example Figure 17 displays the patterns Parasitic Elements." 1983 AP-S
measured at selected frequencies in the
range included in Figure 16 A change in Digest, Houston. TX. 23-26 May
frequency causes the null to change in 1983. pp 191-194.
angular width, depth, and azimuth angle.

The nulling frequency response is 3. R.F. Harrington, "Reactively
determined by the array geometry and the Controlled Directive Arrays,"

'" bandwidth of the reactive loads, the IEEE Trans. Antennas Propag.
nulling bandwidth can expect to improve AP-26, 390-397 (May 1978).
substantially with more attention paid to
making the reactive load bandwidth as 4. R.J. Dinger and W.D. Meyers, "A
wide as possible (bandwidth has not been Compact Reactively Steered
optimized for the single varactor diode Antenna Array," 1980 AP-S
design used in the array). The array International Symposium
bandwidth is about 100 MHz (about 2.5%), Digest, Quebec, Canada. 2-6.
which is typical of microstrip patch June 1980, pp 312-315
elements. Operation over wide

bandwidths, which would be necessary for 5. R.J. Dinger and W.D Meyers, "A
a spread spectrum application, has not Compact HF Antenna Array
been a specific goal of the present study; Using Reactively Terminated
however, such operation should be Parasitic Elements for Pattern
possible by using antenna elements and Control," Naval Research Lab
reactive loads with a wide bandwidth. Memo Report 4797, May 1982.

The advantage I see for this adaptive 6. R.J. Dinger, "Closed-Loop
array technique is that a lot of hardware is
eliminated, and possibly, a lot of hardware Adaptive Control of a 4.0 GHz
which limits the bandwidth. An hypothesis Array: Experimental Results,"
that I have is that you get better pattern Naval Weapons Center
control for an array of the same size;

.4
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Technical Publication 6451 (on
n press, available from author
.- after October 1983).
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ADAPTIVE ARRAY BEAMFORMING USING

*REACTIVELY-TERMINATED PARASITIC ELEMENTS

Bob Dinger

RF & Microwave Technology Branch
Naval Weapons Center
China Lake, CA 93555

*. SLP E I
-,5/83

OUTLINE

e Reactively-Steered Adaptive Array (RESAA) Concept

a Theory

e Early Work at HF (20 MHz) at Naval Research Lab

* 4.0 GHz Microstrip Array

* Simulations

* Experimental Results

e Applications to Spread Spectrum Communications
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RECEIVER TERMINATIONS

S. ADAPTIVE UEAMPORUER

DESIRED RESPONSE

VFigure 1.

SUREF 3

A; THEORETICAL ANTENNA PATTERN

e As developed by Harrington (1978);'

receiver output is given by

. .P

where

array mutual impedance matrix

' t:EL, load impedance matrix - .

'ow -

p - element connected to receiver

element pattern factor
SI 4 5/83
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ARRAY OUTPUT AS FUNCTION OF TERMINATIONS
Angle of incidence = broadside

(simulation)

1%0

Figure 2. -

SLIDE 5

5S3

Figuire 3

0 'Deterministic Beamforming
3HF Array (23 f4Hz)
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,-,9000
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30 20 d 10 0
dB

FREQUENCY - 4.0 GHz QUIESCENT PATTERN
5 ELEMENT ARRAY - ADAPTED PATTERN

Figure 7

5LUDE 9

CONTROL ALGORITHM

Let: X (j) - reactive load on antenna i at
iteration -j

Then: Steepest descent equation states that

where K - rate constant (or feedback constant)

E - criterion function

Possible criterion functions include

V0
•~ I%
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*REACTIVE LOAD VARIATION DURING NULLING
Angle of incidence =45 degrees

(simulation)
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Array Measurement System
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PATTERNS DURING ROTA TIOtJ OF AfTENNA

NULL ANGLE
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POWER (dBm)

SLIDE-I Figure 14
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ARRAY SIGNAL PROCESSING IN A SPREAD

- SPECTRUM ENVIRONMENT

DISCUSSION

QUESTION TO JOHN BAILEY: How BAILEY: Well, if you assume that the

do you keep from cancelling the signal jammer is jamming broadband, because
when the jammer is of the same form as you have a broadband signal, and when
the signal. This is especially true for the you sub-band, there is less jamming

A d a aexactly equal to the sub-banding factors4,J". BAILEY: I did not address any of the
"-. So the J/N ratios are exactly the same in• . architecture that attempted to cope with thsu-adsinhebobn.

explicit signals. My discussion was a the sub-band as in the broadband

conception of how you adapt in wideband HUTH: Is that an assumption?
systems, and what I showed were BAILEY: If the jammer that was not
maximum SNR algorithms All of those jamming in a broadband was only lamming
can be suitably modified using the sample within a narrow band What is your
matrix equivalent of the Widrow algorithm scenario?
which again is under development. That is
to say that if you either have an a priori RISTENBATT: My scenario is both
pilot signal because you know something signals are frequency hopping.
of the structure of the signal because you BAILEY: Where the jammer is also
are already synced in a communication closer to you than the receiver, so that he
system. Or if alternatively you know the can note the sequence of frequencies thatspatial direction of the signal in question. you're hopping, so that he's jamming.

so that you can specify a signal direction.
either of those will order suppression in HUTH: You can't tell one from the
the signal. To put it differently, there is no other until you've done your sync so
conceptual difference in the wideband therefore, if your adaptation is before sync
system versus the narrowband system on then you're out.
the occurring problem of coping with the BAILEY: Well, that's a whole different
signal suppression. issue than I had covered Irving Reed will

LEINER: Actually there is a be discussing this later I did not address

difference. In the case of spread spectrum, the synchronization problem. It is always
the normal assumption is that the total the synchronization problem which itself is
amount of signal power exceeds the a mechanism of avoiding signal
jammer power after you've nulled, whereas suppression. My premise here is that you
in any particular sub-band that may not be know a priori the range of the person with
the case. So when you take a subbanding whom you are communicating to an
approach of carving things into little sub- uncertainty of CT, where T" is the time_

" *-bands across the,total bandwidth, and then duration between frequency hops. That is
you try to null in one of those sub-bands, if you have a series of frequency hops,

,, *, as long as the jammer is above the signal, you know the range a priori and to within
there is no problem, you'll null the jammer. that range then you know a priori the
But when you have a sub-band that sequence of frequencies coming into the
doesn't have the jammer, then you are system. Of course you don't know that
going to be nulling out the signal. until you're in some sense synced up

Eli yurei
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HUTH: The problem is how to sync your code you know it is 1 out of 100 and
when you're in an environment where you lay it out. Then you have, for our
there is heavy jamming and in fact you are scheme, basically this correlation. We still
depending on the adaptive array to give have the issue that there are sidelobes on

- you the support to get that jammer out of a single PN word going into a matched
the way. Now you're trying to sync and filter. So we need a minimum of 2 or have
you can't sync in that. So now you have a to figure out some way to cope with that.
chicken and egg problem and I don't see We've thought of different ways. but no
how to deal with it. serious work has gone into that. So that s

BAILEY: The way to do it doesn't the way I'd like to answer that Our
favorite scheme for applying a technique

4have anything to do with m presentation like that, is that we think it applies to the
". You have to do space-time adaptation lietaithtwtinitplesoth

wheYo he tom dpatimte adaptation FH/PN situation It will work very well in
where the time part of the adaptation

includes the synchronization process An that case where you use 1 sequence out

example of that is the JTIDS system. How of 100 pseudorandomly. Say theyd be
it can be done in JTIDS will be given by Gold codes. i.e. they would be nice
Irving Reed later. The synchronization selected codes with very good

Irvingautocorrelation properties.
problem is the crucial problem in an
adaptive communication system. I did not QUESTION: How does sub-banding
address that in my presentation. reduce the effects of multipath? Aren t

USE T you throwing away multipath resolution by,",QUESTION FOR RISTENBATT: What's sub-banding?

the impact of non-ideal signal over
correlation on your approach? That is, BAILEY: It is hard to describe that
spurious time sidelobes of sub-sequences without a physical diagram. Let me go

' and long period sequences? back to this. Slide 3 Visualize 2 channels,
. " RISTENBATT: (I'd like to speak to the one of which is time-delaved relative to

the other. If you don't do any sub-bandingprevious question for one moment)
Frequency hopping is not likely to be used you try and physically subtract the two In

* without PN on the frequency hop. this example these are time-limited and so

Frequency hopping with PN added to each they would not be limited in the frequency
'domain. If I did the best I could. there

hop is a very endurable spread spectrum
". technique for many many purposes. It. is would be some residue power and in fact

* "the cancellation ratio would be on thenot at all difficult to do that. So Ithere
subscribeis a limitation on the cancellation ratio
frequency hop will have a PN code on it.;i .-. The banddwidth in this case is l/T. Now
As a matter of fact, a very decent idea is

that you don't have to generate a long suppose an example four times as long,
" . code. You can just have a fairly long set i.e., the pulse is 4 times longer and I put

code Yo ca jut hve afaily ongset the same delay on. Since T is now 4T, I
of known codes, let's say 100, and select the s iua ion bn T ds n 4t .
the one of the 100 pseudorandomly. It is improve the situation by 12 dB In effect.

",'0 very difficult for a jammer to make when you sub-band, consider an example
progress on playing some game In effect of sub-banding by a factor of 4, what

you get the advantage of a long code, a you're doing is taking 4 contiguous

24-hour code, but you don't really do that. samples, and you're summing them
together For example the filter is the sum

So you no longer will be fighting this of those 4 contiguous filters That's
problem of having this partial period

mathematically equivalent to a receiver.-. autocorrelation going along. You know
l p *.
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whose bandwidth is 1/4T as opposed to are partially coherent in some sense If
bandwidth /T by this digital summation they were perfectly correlated, then the
process. So in this specific filter, the two jammers would effectively be one
jamming residue is down 12 dB. We now jammer in some other synthetic direction.
talk about multipath. I'm talking about near and one adaptive weight would take care
field multipath. I'm not talking about of both of them simultaneously. If they are
multipath of the type where the differential partially correlated, then it's equivalent to
delay is large compared to the reciprocal 2 jammers in some other synthetic
bandwidth, but rather where it is small direction, one big and one small,
compared to the reciprocal bandwidth. depending upon the correlation coefficient.
That would be the typical case on an DUPREE: But very slight variations in
antenna where you had near field scatters, the relative phase of the 2 jammers would

* . i.e.. where some of the energy was being cause the apparent direction of arrival to

scattered into the antenna. So I think the vary very rapidly, in which case you might
answer is that sub-banding helps you in have a difficult time adapting to the case
the case where the differential delay is• ."of two correlated jammers.
small compared to the reciprocal
bandwidth which is the general case for BAILEY: That might be, but it would
near field scattering have to be very rapid indeed because in a

wide bandwidth system, assuming one is'-""QUESTION: I don't understand the

def ss ousing the class of honest matrix inversion
deam meatis. or ample wati techniques, keep in mind that the sample
jammer statistics. For example, what if base is only 2N samples, and they are
jammers use FM by noise Is that reprocessing the same data To take an
stationary? If not, what can be said about rerocsin t sam d To tak anarra perormace7extreme case, if you had 100 MHz
array performance? bandwidth, and you have 10 adaptive

BAILEY: One comment on that is degrees of freedom, the time base that we
visualize two correlated jammers, so the are talking about is 1/5 microsecond One

jammer is not a stationary process. If you would not expect phase variations over
have two perfectly correlated jammers, such a short period of time In other
then in effect, unless you have a time words, the potential ultra-high speed of
delay between them, the vector sum of the adaptation process I think will save
those is some other synthetic jammer in you in most cases.
some other direction. So in point of fact, SIMON: Just a comment about
very often when you have non-stationary correlated jammers. I think if you look at
correlated statistics, things actually work the problem from an electromagnetic point
better. In effect you have less adaptive of view. 2 waveforms coming from
degrees of freedom than you would in a different direction can never combine
pure Gaussian uncorrelated noise statistic
case.across the physical aperture as if it were

equivalent to a single signal, a single plane
DUPREE: Were you saying in the wave across the same aperture So when

case of the correlated jammers that you one talks about two jammers, there
assumed that they are phase coherent? certainly is a temporal correlation betueen

BAILE: Ythem, but there is not a spatial correlation
BAILEY: Yes, or that the cross- between. It's an over-simplification to talk

correlation between the 2 jammers is not~about two lammers combining as if they
a zero-mean process. There is some were equivalent to a single jammer
correlation coefficient, which means they coming from a different direction

N . -o' . . .. .. .
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BAILEY: I agree, you never have a otherwise physically the energy is not
correlation coefficient of unity, time-coincident to cancel.

COMMENT: I think what it has to do PRICE: There may be problems in
is the spatial disparity. From a temporal your adaption loops, but if everything
point of view you can have whatever worked perfect. I think you would simply

• * correlation they have. You can have unity be building a conjugate filter in the

correlation between two signals coming frequency domain. That's my impression.
from different spatial directions. But I'm and that is a RAKE and that is fine. I think

saying that from the point of view of the it would work. I don't see why you should
processing aperture there would be the feel negative about it.

Swhiheffect of ospatially disparate signalS BAILEY: You're building a filter based

-. upon samples of some time base if the
signal coming from some other direction. upamhlis som e ese I the

multipath is some-where else in time, then

,. , BAILEY: I disagree with that. We will there's nothing to cancel. They have to

discuss this at a later time. In fact we've subtend to the same time basis, in some
, simulated that. You just have the vector sense, and spectrally it's equivalent to

•, -. sums of 2 signals which are correlated saying that the reciprocal of the bandwidth

COMMENT: But they are not equally of the narrowband filter is larger than the

correlated at every point across the differential time delay between the jammer

17 .', aperture. That's my point, and its multipath replica
•. .- A nnPRICE: I haven't been thinking of

B I n a tmultipath in connection to spatial aperture
said, you did not have the time delay Its true maybe there are some applications
problem. In wideband systems where you there.
do have the bandwidth aperture or a
bandwidth product problem, what you say FEINTUCH: In spite of about 15 years
is quite true. It wouldn't be true of course, of research on adaptive arrays, very few
in a narrowband or sub-band. military communications systems. spread

PRICE: With respect to the question spectrum or otherwise, have incorporated
PRICt Wtipath areset to th q tio, adaptive arrays Why do you believe this is

about multipath addressed to John Bailey., h ae
he avoided the situation of what is called

the distant multipath or distant scattering REED: Most importantly, the cost and
where the multipath extends over more technology I also think the field hasn t
than the reciprocal bandwidth, as he put it. progressed really to the point where the

It strikes me that he is still in a very nice cost of the experimental program
p . situation even there and needn't avoid it, superceeds the cost of the actual

because if I understand what he's doing equipment. Then there are very few
K with recombining all these narrowbandings successful algorithms that have been

coherently, I trust not incoherently, then in developed for communications

effect, he's essentially building a RAKE in BAILEY: I have one comment and',- ' te reuecydoaithat is that adaptive communication

BAILEY: That would only be true systems have an inherently harder problem
h" providing that the differential delay than active radars. namely the

between the main path and the multipath synchronization problem, to avoid signal

is smaller than the reciprocal of the suppression due to the fact that spread
bandwidth of a narrowband filter, or spectrum a priori are usually high duty

,. . - . . . .-
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factor waveforms. That being the case, the technology he doesn't understand. it has
better techniques that we are talking about some risks. If it is too costly in terms of

are basically digital techniques, and even weight and power, you just don't get it on
the digital techniques as applied to active the satellite.
radar systems are very recent. Everything
has really been done within the last 5

answering that question as applied to HF
years in terms of digital processing, with where the bandwidth of components is not

the exception of HF in sonar, where the where the prof The ts is no

interference is very low. Practically, AD so much the problem The reason you dointefernceis erylow.Praticlly AD not see adaptive arrays in HF systems for

converter technology, and other limitations see adp e as in f tems for

behid boad andidthsysems ake say shipboard use is the fact that simply, - behind broad bandwidth systems make
v, adding an HF array to an existing system',,..this a very recent technology. Perhaps thet v r t o P pis not suitable You really have to redesign

other answer is just physically money. the entire architecture. You have to go to
There has been a lot more money the new waveform, new types of

available in developing sidelobe transmitters, you also have
cancellation for large scale military radar itermodulation problems on shipboard It

systems than for communication systems really amounts to having to throw out the

RISTENBATT: There was one system whole system and starting over new Its
very recently which tried to combine kind of evolution versus revolution and

adaptive arrays with spread spectrum That you just cannot tack on adaptive arrays
was the SEEKTALK. I think that the and really make them perform like you

following factors are true Retro-fitting would hope. I think that shipboard HF has
the type of vehicles they were talking slowed down tremendously the advent of

about there for the Air Force, turned out adaptive arrays in that application.
to be very very costly. I think it is also COMMENT: In the packet radio work
true that when they went to see the we've done. we actually did try to build an
research community, when they needed apve array fo thadvaned widan
the system, not all the gaps were filled adaptive array for the advanced wideband
I'm npacket radio. The adaptive array workedi ,I'm not really sure that it worked as well just fine. The problem was when we

as they hoped, but that's too dangerous to hooke Te o it. I' n be

say without someone more official saying hooked faens th rea pronle bee
'-"' partially facetious. The real problem we

' "' it.
ran into was coupling between the

DUPREE- I'd just like to comment on antenna elements which made all the
the question. Until recently, we did not assumptions that went into the design into
have the payload capacity to incorporate the circuitry invalid And I've seen this

this type of technology. We now have a before in other adaptive sort of antenna
500 lb payload capacity. At the same time. technologies So I don't know how much
we have a lot of other competing that has played upon in other people's
technology on signal processing which work but I've seen it in two programs that
could be in for the share of the load. And I've been in.

unless you can produce a system as I said, SIMON: rv Reed, in his historical
which comes on the order of 100 lbs and overview mentioned Gram-Schmidt
a few 10s of watts, and which has low risk orthogonalization procedures lye looked

and built in a lot of redundancy, you into that a little bit. My understanding of titoo that at litl bit. Myora undrstndigrosi
cannot sell it to the program managers. is basically that it acts as a preprocessor
And that's basically where it stops. If the

r min a fully adaptive array and the sidelobe
program manager feels that this is canceller replaces the sidelobe canceller to

-.
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some extent. My question really is. to what The reason was that the receivers that
extent is this technique applicable in the they were given were so poorly matched
spread spectrum environment since I that this offered a mechanism of matching
haven't really seen anything which has receiver much as I outlined in the

- used it in that, and what are its synergistic effect of receiver alignment.
limitations? But it did pertain to spread spectrum in a

sense that it addressed the problem ofIt seems from my understanding to

. have somewhat the best of worlds having to adapt in separate bands The
b n e a e ereason for adapting was that the receiver' betw een achieving a better speed of wa mi at h d r he t an i e e V
convergence with respect to the closed

"." loop systems but perhaps not quite as fast and there's no conceptual difference Manylopssem u ehasntqit sfs people have done simulations
as the sample matrix inversion approach.

corroborating, if one believes in
.*, REED: Simulation results indicate its simulations, that this works. We have
* . very close to the same speed. John Bailey done it. So has Hughes. and also

has another talk on this whole subject. Lockheed, independently.

BAILEY: I will make a comment. In SIMON: Theres another issue which
the book by Monzingo and Miller, they talk sometimes comes up, and some people
about Gram-Schmitt only in the context of talk about as sympathetic nulls I may be

* -. a preprocessor. Unfortunately I think that misusing the term but what I mean is this,
represents a misunderstanding on the in most of the algorithms that you talk

parts of the authors of what is achievable about, you are maximizing the SNR, or
with that type of orthogonalization. It is some equivalent criterion to that. Indeed
my view, and my co-workers' view that you may maximize the SNR, you null the
the orthogonalization technique of which jammer, but you also may reduce the
the Gram-Schmidt is a type represents signal by an order of magnitude. To what
currently the best technique within the extent is this a problem and what is being
class of matrix inversion algorithms. It can done about it, and what kinds of
be configured in such a completely algorithms solve this problem?
general way that it equivalently and REED- That's part of the reason I
implicitly forms and inverts the covariance
matrix, applies the steering vector, and mentioned the algorithms of Frost and

applies the data. This is all done implicitly Owsley Owsley. and also Applebaum
with a potentially feed forward network of developed algorithms which utilize
circuits that is algorithmically exactly constraints which preserve to a greatcicista sagoihia) xcl extent the quality of the main beam so
equivalent to doing the ensemble matrix
inversion algorithm. It has all the you don't lose too much SNR. A number of

V pthese have been applied and some of
potentials for applying VHSIC technology, them work quite well.

SIMON: Has it been used in the SIMON: Does this in effect reduce
spread spectrum environment?

your number of degrees of freedom when
BAILEY: It has and it hasn't. An you do something like that?

actual device using this was built at NRL REED: Not really.
and appears in the open literature by
Bernie Lewis and Frank Kretchmer. They BAILEY: I wrote a paper on this a
sub-banded in a Gram-Schmidt network, few years back based upon what can be
multiplexed, and adapted in 8 separate done experimentally on a RADC system at
sub-bands and then recombined the data, HF incidentally. Just to rephrase the

''
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problem, suppose as an example you had the constraining techniques have that
a fully adaptive array. Suppose you property
preformed a beam and you wanted it to DUPREE: For fully adaptive systems
maintain good low sidelobe structures. you can easily plot a set of curves that
Suppose you took all but one element in show the S/N degradation due to the
the array and performed a covariance jammer It turns out to be a function of
matrix algorithm, and applied a steering the jammer s sidelobe level on a

vector of I on the formed beam. Well. keep directional beam in the non-adaptive state

in mind that one is maximizing the signal- For example, if the jammer happened to be

to-interference-plus-noise ratio, and the 10 dB down on the non-adaptive beam
best solution would be to untaper the pointed at the user. then there would be
antenna. In the absence of jamming you on the order of half a dB of degradation of
would end up with uniform distribution in SNR in the adaptive state, assuming that
Gaussian sidelobes, which would not be quantization noise and so forth didn't floor
the solution you wanted. Applebaum wrote

you out. The maximum S;:N enhancementa key article several years ago applying ou whe the mamm s onhement
main beam constraints to avoid thaton the 3 dB
mappning beamNonstraithas henoid ou point of the quiescent beam and in that
happening. Now what happens when you case the maximum S.'N enhancement due
begin to add jammers, is not that you lose to gong to the adaptive system turns out
adaptive degrees of freedom, but when the to be about 60 dB less than tHe
number of jammers begins to approach interference-to-noise ratio The resolution
let's say, 1/4 of the number of elements in or beamwidth then goes back to the
the array, then the ability to maintain original design at the array, the resolution

those constraints degenerate Covariance which you design into the array as a

matrices are linear, in the sense that if you function of aperture size parameter

have one jammer on and form a

covariance matrix, then the steady state HUTH: I have a question on rapid
solutions are identical. The sum of those matrix inversion which is inspired by the
is identical to what you'd get in the Gram-Schmidt question It called to mind

presence of both. So this suggests the something that I believe is been used in
ability to take the measured steady state telephone equalization for digital systems.
covariance matrix with a sampled a la Lucky The matrix is forced into a
covariance matrix, then adding synthetic circulant and then the eigenvectors are
covariance matrices to it as a means of nice sampled sinusoids You can do the
constraining the system, and then adapting inversion very rapidly with distortion of
to that. Some people have also done that course So I was wondering about say
type of work. What will often happen is using 4N samples rather than 2N and

.4 that the level of cancellation isn't as low forcing the thing into a circulant. Has
'J as it could be, but generally that works anyone been looking at that?

• very well because we are talking about BAILEY: I've looked into that a little
power fnversion. The relevance of that bit in the case of equalization networks,
-term is that f the given jammer is say 20 where the matrix is basically Toeplitz in

""' dB above receiver noise, then in the
d oi ini order for it to be a circulant. The 4N x 4N
steady state after cancellation it will be 20 matrix must be Toeplitz Now in the case
dB below receiver noise, which is overkill. of an aperture like a linear array with
If you can apply constraints you only end equally spaced elements, for simulation
up cancelling 2 receiver noises as an purposes, one might say it's Toeplitz But
example That's still very good. Many of proeoemgtsyisTelt u

in reality, errors in the antenna in terms of

, S.
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placement, limit your achievable sidelobe RISTENBATT: Why do we need a
level deterministically, and now one is carrier tracking loop? We have an

trying to cancel below that level. So incoherent matched filter. The integration
unfortunately the Toeplitz assumption is coherent, the carrier phase is
breaks down, which includes using a incoherent. There's a big separation We

S, circulant matrix for spatial adaptation, but coherently integrate over the spread

not for equalization or time-domain spectrum code but we detect the hop
l adaptation, where one knows a priori that incoherently

the cross-correlation between tappoiiosiste-ae QUESTION FOR JOHN BAILEY:
positions is the same Concerning the adaptation time when you

* HUTH: So you think for time-domain sub-band. Does the adaptation time go up
processing, this has some merits in even though the number of computations

speeding up processing by adopting a isn't up?
," circulant, for time-domain only.a fBAILEY: The answer is yes, it goes

BAILEY: Absolutely Not only that, up by the sub-banding factor. I showed

that circulant matrix can be ......... its that in one of my final block diagrams. but
Snormal form, is actually a discrete Fourier I was running out time at that point So
d transform, on each side with a diagonal that if you had a narrow band system.

matrix of eigenvalues. If that is an FFT, comprising 2N samples, the bandwidth B
(and therefore it has a trivial, analytical sampled at 11B intervals, then the total
inverse, because the inverse of the two time base of the adaptation would be the
matrices on each side, i.e. the eigenvector 2N samples times the bandwidth of the
matrices) then the inverse is known a system. The fact that we're sub-banding

priori As such one can analytically invert means that the bandwidths are narrower
it. That's very significant because if you then the sub-bands, say by a factor of

add very large number of tap delays, such R. The total adaptation time is increased
as in some large PN sequence. to talk by the same factor. That incidentally is the
about inverting a 1000 by 1000 covariance reason why there's no additional
matrix is virtually hopeless. But if you computational loading in terms of

". knew it was circulant, then you could do it computations per unit time. Because if you

analytically. sub-band by a factor of 4. the time-base

tOsnof the adaptation is 4 times as long, so-" QUESTION: I was wondering about
statement about combining the PN even though you must now adapt in 4

'witthe frateency oppcomning Dstha independent bands the computations per
with the frequency hopping. Does that unit time remains the same Whether that-. imply then a slow frequency hop system?

S-.bothers one depends on whether the 2N
RISTENBATT: No, that does not samples times the original bandwidth

-. imply slow frequency hop system. We are times some factor R, which represents the

talking about 3000 hops per second, so number of sub-bands is still a sufficiently
that wouldn't be slow. small period of time in terms of such

Ii- ' QUESTION: Let me rephrase it. Are things as how often one frequency hops

you assuming that you are coherently or whatever. The technique of

despreading the direct sequence, so the reprocessing the same data however
length of time you spend at any normally makes one relatively benign to
frequency has to be long enough for a that type of thing. i.e you cannot afford

frequency hase atoobealongheenoughyfor a
carrier tracking loop to lock up to allow to adapt, have a hold and then apply it to

' .' ynew data. But if you're reapplying the
,you to coherently despread.
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same information from the same data, the total number of computations to form the
real question becomes, how rapidly the inverted covariance matrix goes up as the
jamming field is changing due to cube of the dimension of the covariance
frequency hopping as opposed to the time matrix. We have two tap delays per

% base of your adaptation. channel. then you have a 3N by 3N
covariance matrix and therefore it takes 27

FEINTUCH: So it's taking the same
time in iterations? times as much physical computations as

we performed in the matrix, and the
BAILEY: Suppose you batch process number of computations of unit time goes

over a period of time. Let's take explicit up by a factor of 9.
numbers, a 10 MHz system at 10 adaptive
degrees of freedom, 2N is 20. At 10 MHz QUESTION: I saw the system you

bandwidth that would be 2 microseconds t up tha t thnsystemf was
If I had to sub-band by a factor of 8 to thinking of. What I was thinking of was a

gtanother 18 dB of recruitment in my system where .basically for each element
get able 18 (n o ite u n my there is a variable delay element which
achievable SNR (since it goes up b theresolution i.e has

square), that 2 microsecond time base of resolution on the order of a phase-shifter
the adaptation will increase to 16 And then youd have a magnitude If
microseconds. Such a technique would necessary for each element. and then

work in the frequency hop system you'd go into a sum-up and then our
providing one did not count frequencies of lorih O tt. a ud seem toubalgorithm on that. That Nould seem t~o be
less than 16 microsecond intervals as an the natural system that the LMS type of

example systems would lead you to if /ou were
FEINTUCH: There was another attacking a wideband signal where you

question about variable delay adaption have an array of .......
rather than phase adaptation. Anyone have-"o- BAILEY: Normally what one ,vould do

, any thoughts on that? with a wideband system if the direction of
.r #

ANSWER: Suppose you have some the signal was in a known site is time-
sort of an array that is composed of delay steer by introducing the appropriate
elements scattered around The real critical a priori known delays in the direction of
factor is the delay matrix between the the signal. However, the deiavs that you

..'*. various elements as opposed to the phase must put in to cope with jamming in the
matrix because the phase matrix changes. sidelobes is relative to that position You
but frequency delay doesn't. That leads do not know those delays a priori Now if

one naturally to an adaptive system based there s only one jammer, that is only a
on variable delay elements as opposed to simple but pathological case. If you have
variable phase elements. Somebody like to more than one jammer simultaneously
comment on that? I didn't see a lot of from unknown positions, then you cannot

that in the talks. use an a priori variable delay, and in fact

BAILEY: Slide attached We know of you may have to have two deterministic

at least two military systems that use that taps, and then make the whole system, -.-. adaptive using those tap delays.
technique currently in hardware I can't talk

about that What we've found is that
technique in principle does indeed work.
It is computationally intense and requires
more A-D convertors than sub-banding as

S.. a technique. The reason for that is that the

• , , ' ' , - , % , , , , ,' ,' . . . 5 ., .." . .. .. , .. -. ., -..- '. .. . -* *..- . -... .. . -... ..-,
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SESSION 2 - SPREAD SPECTRUM COMMUNICATION IN JAMMING

GAYLORD HUTH with the transmitted signal, and where you
can measure correlation or mutual

This session is Spread Spectrum information or something, but I don't know
Communications in Jamming We are any very interesting results about that

* going to have Bob McEliece talk first, problem. These two signals, one is noise
followed by Barry Levitt, Pravin Jain, Jerry and one is signal, are somehow combined
Gobien, and Seymour Stein. Bob McEliece and the receiver gets a signal which I

- and Barry Levitt are going to tell us about denote by Y. Of course, the transmitter
the game min-max design, or how the wants the received signal to look like what

S. communicator beats the jammer (or vice he transmitted, while the jammer has the
versa) from an analytical point of view. opposite intention.

- Pravin will tell us about the system

aspects of satellite communications using Anyway, this is a game where I
spread spectrum to combat jamming Jerry model the signal and noise stochastic
will talk about the tactical world, and processes or maybe just a random
system design with jamming. Seymour is variable. We have two players, and we
going to try to tell us what all happens need to have some rules, or at least we

1 after all that occurs. need a referee. Because we have a game,
Bwe also need a payoff function, to tell who"- Bob McEliece graduated from Caltech

l a ad r fJ fmwon the game, or the score of the game.
'long ago, and worked for JPL for many anyway. Normally the score would be

years. He went to the University of Illinois received SNR or bit-error probability. But
-I at Urbana for 4 years, and now he has since I'm an information theorist at heart,
ill• come home to the Caltech EE Department. and also because there are some nice

, so Bob, you want to try this? mathematical properties of this function, I

BOB McELIECE use the mutual information between the
; . 'random variable X and the random variable

" Today I Want to work through a Y as a payoff function. Mutual information
specific example of one "jamming game" measures the channel capacity, the best

* which may have some applications, and you can do with arbitrarily complex
prove to be interesting. My general view is coding. So generally you can only justify

[.. that after the processing gain is given, and this particular payoff function when you're
after the antenna has partially nulled out also talking about a coded antijam system,
the jammer, he's still there to some extent. because without coding, you cant exploit

.. "However, you still want to get a signal the full channel capacity. You really need
'.. .0 through. coding, if only in the form of diversity, to

From this abstract viewpoint, I have get what's promised or some of what's
a simple block diagram of the jamming promised.

game. See Figure M-1. There are 2 Basically, I take a Von Neumann
players, the transmitter and the iammer. I approach see Figure M-2 and hope that
denote the transmitted signal by X and the there is a saddlepoint (there usually is)
jamming noise by Z. I've also assumed that when mutual information is the payoff. The
X and Z are independent, so I'm not talking signaller reasons as follows. If I use

- about follow-on or repeat jammers. It strategy X, the worst that could happen is
_L would be interesting to talk about jamming that the jammer will discover my strategy

- signals which are somehow correlated and choose his countermeasure, his

. %

=.='%
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jamming strategy Z. so that my channel only do the two players agree on the
capacity will be as small as possible. value of the game is, they have saddle-
That's a conservative view point. I use X, point strategies. They will both decide
and I assume that there will be some ahead of time, (Shannon and Kolmogorov)
crypto-variables or something that he even though they perhaps are not willing
won't be aware of. But he'll know to announce it, to use saddlepoint
everything else. He knows my modulation strategies. They assume that their
parameters, he knows my power, he knows opponent is equally smart analytically, andflU everything. The worst among the possible capable of making this computation By
strategies that I presume are open to him the game theory approach, they don't care
is to choose the Z that minimizes this if the opponent discovers this optimal
payoff function. I will in turn choose the X strategy. If the jammer uses saddlepoint
for which the minimum is a maximum. strategy Z0, then the best channel capacity
That's the max-min. The jammer takes the that the transmitter could possibly give to
opposite, dual approach. That is, if I (the himself is this number. Furthermore. if the
jammer) decide to use jamming strategy Z, signaller uses any other strategy but the
the worst that could happen is that the optimal one he'll do worse, i.e. smaller
communicator would discover it and in channel capacity. So if the signaller uses a
response choose a strategy X which particular strategy X01 and if his opponent
makes the channel capacity as large as the jammer uses the saddle point strategy
possible So I will choose that jamming ZO, then this is the channel capacity that
strategy Z for which the maximum is a will result. If the jammer does anything
minimum. That's the min-max. else, he will do worse.

So the max-mm is the signaller's Let me give an example using an
value of channel capacity, and the min- abstract mathematical view of non-

-. , max is the jammer's value. Both players coherent MFSK. Figur M-3. So here we
take very conservative views of the world, have a mathematical abstraction of a
that everything he uses will be discovered, frequency hop system, in which M=8. so
The jammer assumes that his opponent there are 8 signaling tones Now these
will be Shannon himself, and the signaller may be jumping around in frequency. but
assumes that his opponent will be let's travel with the hopper so that we can
Kolmogorov himself. That's nice analogy see what's going on. In every unit of time
on several levels In some cases (Barry the signaler transmits energy in one of the
will give an example) these two values are M-possible tones In this case one signal
different and you get sort of an instability would be worth 3 bits of information So
But mutual information is a saddle-shaped that's a possible signalling strategy. I
function. It's convex one way in the haven't said what the random variables
signaling strategy, and convex the other involved are. I want to think of the most
way in the jamming strategy. This implies general possible jamming strategy, which
in a general setting, (if you have depends upon the receiver structure I'm
compactness and various other things assuming we just have a non-coherent
which you would normally apply to real energy detector where the receiver looks
situations) that if mutual information is the at each of the tones and detects the
payoff function, the two values are the amount of energy, and there'll be some if
same.This is a miraculous consequence of the jammer is there (there's no
Von Neumann's theory. It's amazing that background noise in this analysis). There
these two conservative strategies both will be M different positive numbers that
lead to the same answer. Moreover, not come out of the receiver, one for each
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frequency. I model these numbers as should be the error probability So I wont

random variables. Some are bigger, some raise, at the moment, the issue of whether
5 are smaller. In Z3 Figure M-3 there is no capacity or R is a better figure of merit

jammer there at all. That's the most On a symmetric channeleveryone agrees
general jammer type for that particular So for a given parameter X, what is the

receiver structure, the most general type distribution of Z's, where Z is restricted to
of jamming strategy that I can imagine Of satisfy E(z2)=1, but which maximizes from
course not every such jamming strategy the jammer's view point the error
may not be implementable probability? Although I don't think this

Now, a broadband noise jammer fits problem has been answered in this

this model, in which case the Z's would generality before, you won't be surprised
be i.i.d Gaussian random variables. A to know the answer. That is, if the signal

partial band noise jammer fits this model, strength is a constant. then the optimal
in which the i's would be iid Gaussian strategy is a one out of M-tone jammer

-I Figure M-5 If X is a constant, then the
with probability p which is the duty factor,
and zero with probability 1-p. A one-out- optimum distribution of Z's has at most

of-M tone jammer fits this model, in which one of its components non-zero The

case the r.v.'s will all be zero, except for value of that component should just be a

one which will have a given value. In fact, teensy bit bigger than the signal, so that.
* given this receiver, any kind of jamming except for one chance out of M. your

-" .' ja mig tone will have larger energy than
. strategy which you can imagine, will fit jammin

ti- m. the transmitted tone and the receiver will

make an error. Of course, this result goes

Now I would like to bring in a little back to Sam Houston, Barry Levitt has

5 twist. At the moment, the signal strength looked at this too, and we've made a small
is the constant X, which in this case is contribution to this ourselves since weve
symbol SNR. But there is also some kind considered the most general possible
of an average power constraint on the jammer. But one is surprised to find that
jammer. The mathematical formulation Of this is the result. see Figure M-4 The error

* this is a bound on the mean square of the probability for sufficiently small SNRs is a
signal that he's allowed to transmit Of constant (M-1)/M, and then becomes the
course, he may have all his energy located famous inverse linear function where the
somewhere else entirely, but that would SNR gets a little bigger
be a waste. He's supposed to know what,' '-I don't like this curve Figure M-4
you're looking at, and presumably he'll put because I don't like non-continuous

- all his power in there. So in fact, the
W4derivatives. Looking at this curve,

* amount of energy available to the signaller deti ing a t this cuve
is less than or equal to X, on this scale of somethin ways tre fn bou asystem in which there's is a whole range
normalization. See Figure M-3 If we have a of positive SNRs for which we have zero
channel like this, and the signal is equally- cn caacity I tought ao his fora

likey t bein ay oe o thee Mplaes, channel capacity. I thought about this for a
likely to be in any one of these M places, while, and there are various solutions. I
w e My m i a .think of it as a genuine paradox having to

get a certain probability of not getting do with an instability in the model. One
41 through correctly. All of the other signals w a n is isito g b t o thi

,- way around this is to go back to this
are equally likely under some mild and,. -. model Figure M-1 and say, "Now wait a
reasonable assumptions. In that case the minute, I started by talking about the

. R0 people and the capacity people agree jamming game, and mn-max and max-

that the figure of merit for this channel'.'. rin. But I didn't give any rain-max or

U'
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max-min. The signaller didn t get to play have that much energy. If the SNR is
this game. The signaller was just bigger than 1 the mathematics says that

-. transmitting X all the time." Well, he was the jammer should be uniform on zero to
sort of playing the game if you allowed 2X, with a certain probability, and zero the
the distribution of these M frequencies to rest of the time In other words, a pulsed
be random variable. So there is this jammer, and we're familiar with pulse
possible game. You can imagine a non- jammers being the optimum. What he does
uniform distribution on the tones. but when he's on the air is to be a uniform
tnat's silly because he wants to be random variable. You can prove this once
uniformly distributed. It occurred to me you've guessed it or come up with it
one day that if the jammer is allowed to somehow: it's not hard to prove There's a
do pulse and partial band strategies, then similar result for low SNRs except now
why don't we don't let the signaler play that for low SNRs where the jammer has
this game, too? Suppose the amplitude or more energy than the signaller, the
the energy transmitted at a particular tone jammer should be uniform. The jammer

.' was not a constant but was a random never wants to put energy in more than
variable, subject to an average energy one of the M-tones, but in the tone that

f0 constraint. I think that's an interesting he chooses his energy should be
possibility. Then we really do have a game, uniformly-distributed. The square of the
because we have a random variable (X) signaller's energy should be uniform and
here and a random vector (Z) here. The now the signaller should pulse He should
random variable X is subject to a mean be uniform at the same interval except
square constraint, and the random vector Z that he has to go off the air once in a
is subject to a mean square constraint while
Both players agree that the channel error Let me just show you what it works
probability is the payoff function. The et e Fust show yo wh I s
qusinis htsoudted7 hs out to be Figure M-4. This is why I said
question is, "What should they do?" This that it was some kind of an unstable
is the final result that I'm going to talk,'.- model, (Sam Houston's optimum tone

.. "..about.about.jammer) If you allow the signaller this

- 0 So we let X be a random variable, extra degree of freedom, which I claim is

with expectation X2=X. There are saddle- reasonable under certain circumstances,
point strategies, and they look like this the instability goes away The curve looks
Figure M-5 They are a little surprising, we like that It's a continuous curve, it's still

S.haven't seen this before but I've been inverse linear beyond the same SNR and it
telling people about this for a while. If the degrades gracefully - it has a continuous
SNR is big, then the optimum distribution derivative But perhaps more interesting
of signal amplitudes not only should not from a systems, or an applications
be a constant, it shouldn't be any finite viewpoint, is that you also get a gain by
number of levels. The saddle-point letting the signaller do this, which is

.. strategies for the signal level should be a exactly 3 dB in this instance This is
uniform random variable, on zero to twice uncoded, no diversity, this is just for free.
the energy that you are allowed. A uniform provided you randomize the amplitude The
random variable X2 on zero to 2X will have receiver doesn't have to know what the

.0 the right expectations X. Now what is the amplitude is, he's just detecting the
jammer? The jammer should be exactly the presence or absence or a pulse or energy

" same. The jammer should also be uniform at each one of the M-tones. You get 3 dB
on zero to two X. That's what he wants for free out of this and I think that's pretty
to be, but he can't because he doesn't interesting. It raises a lot more questions

L m~
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than it answers. So I think it's a good
place for me to stop.

- REFERENCE

McEliece, R.J. and E.R. Rodenich, "An
- - Abstract View of Optimal Jamming vs.

Noncoherent MFSK", paper to be presented
*at MILCOM '83.
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GAYLORD HUTH worry about how we derive that right now.
The next speaker is BConsequently, as a result of these first

Barry Levitt three considerations, an error can only
Barry received his bachelor's from McGill

occur if all m of the diversity chips that
University in 1965, his Ph.D. in 1971 froma particular M-ary
MIT, and then he went to JPL, and has not symbol are jammed. that is they all lie

been able to get out of there since. He within the jammed region. The detection

started out in optical communications, and metric is going to involve noncoherent
now he's found the same game that Bob energy detection of each chip In the case
has found, so he's working in anti-jam where all chips for a particular M-ary

military communication networks now, and symbol are jammed, the decision will be
-' he's going to tell us some more about this based on the linear combination of all of

jamming game. the energy detector outputs for each of

BARRY LEVITT those chips. In the absence of diversity,
*' (diversity 1) we can compute exact error

As Bob has already mentioned to rates. In the case where we have
you, there are some cases of interest that diversity, it is mathematically more
are non-pathological for which there isnt convenient to use the union bound to
a saddle-point: that is, the min-max and reduce the problem from an M-ary
max-min solutions are not the same One signaling set to a binary signaling set. and
of those cases is the familiar scenario of then to simplify the diversity problem by

S"frequency-hopped. M-ary frequency shift- using the Chernoff bounding technique.
keying with diversity in partial band noise. There are some inaccuracies involved ing A reference for this is the Viterbi-Jacobs that approach, yet it does produce closed-
paper of 1975. Just as an example, see form solutions, which provide useful
FiCure L-1 I drew a very simple-minded insights into the interaction of the various
diagram of a diversity-5 system, with 2 system parameters.

- consecutive symbols from a higher order
" LI alphabet (a 2 followed by a 1) being Now for those of you who are

transmitted. The jammer chooses to familiar with the paper by Viterbi and
concentrate its power only in a small Jacobs, the union/Chernoff bound has this

portion of the entire spread spectrum particular form Figure L-3. The important
bwefidea is that it is a function of the diversity4' ,' .bandwidth, with frequency duty factor, p.

In this example, the diversity is achieved mb the duty factor p. the SNR (Eb/N0), and
with fast frequency hopping, and an the alphabet size M. From the

appropriate amount of interleaving. communicator's point of view, what we
a to lreally want to do is to look at the

.Some assumptions are associated minimization over the diversity m of the
with the work by Viterbi and Jacobs Fiure maximization over p of the bit error rate
L-2. There's no thermal noise outside of (BER) bound. The result that they found
the jammed region, and we can make was that they indeed produced an
perfect decisions on the transmitted exponential relationship between the bit

- signals. Each chip is independently error rate and Eb/N 0. The optimum
jammed with probability p: if it falls in that diversity is the log to the base 2 of m
jammed band, then it's hit and has power times Eb/No divided by 4. Some graphical
spectral density No/p. If it falls outside of examples of the min/max solution will be

. ' that region, there's no noise at all. We are shown for the special case of m=16, so
also going to assume perfect jamming that the optimum diversity is just E b/N0.

. ,state information, and we're not going to The worst case duty factor p turned out to.:i
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2.- be 3/4; people were bothered by this lower than that particular value. That's the
because it is independent of E b/N 0 and result you'd find if you had a saddle-point.
m. The feeling was that perhaps in the However, again using the IBM P.C., this is
exact case (instead of using the what the curves actually look like Figure
union/Chernoff bound) p would actually L-6. You can see that if the jammer
vary a little about that value of 3/4. chooses p-3/-, you can exploit that: for

SNow let's take a look at the mnn-max example, you can go down to a diversity

problem. I used my IBM P.C to plot the of 1, in which case you'll get better
'" bit-error rate upper bound as a function of performance, or, for any value of p other

p with parameter diversity m. Figure L-4. than 1, the bit-error rate will ultimately go
In this case I set Eb/N 0 to 10 dB, so the to zero for large enough values of

;'b 0" diversity.
optimum diversity was 10. If you take any
value of diversity other than 10, then the Now of course this raises some
jammer can choose p to give a bit-error complexity issues. In a practical situation
rate that is higher than the min-max you may not be able to use a lot of
solution of Viterbi and Jacobs. So if you diversity. but to the extent that you can,
use m=10, you guarantee that no matter mathematically at least, Figure L-6 says
what the jammer does, you can never do that the jammer should choose p=l. That's
any worse than this particular bit error the only curve for which the bit error rate

• • rate. Now the implications of the curves I monotonically increases with diversity So
mentioned no matter which diversity m what we have from the jammer's point of

".- ~the communicator chooses, somehow the view (the max-min approach) is that he
jammer is privy to that and subsequently should use p-1, and the best that the
chooses the value of p that gives the communicator can do in that case is to
highest bit-error rate. This implies a use diversity 1. Figure L-6a From the
jammer advantage. However, it is a worst jammer's point of view, this is the largest

- case approach if p cannot be monitored, guaranteed minimum bit-error rate
and that's a key point. We're assuming Let's see how the min-max and
here that the communicator cannot max-min results compare Figure L-7.
measure p and the jammer cannot Because the max-min curve is the
determine m As I mentioned choosing the diversity 1 case, we are comparing an

diest 1' value we~ insre thatrin thevalue mmmopt insures that the exact result with an upper bound, and thecommunicator has a guaranteed maximum
b r e rupper bound is pessimistic by about 1 dB,'-",bit-error rate. Figure L-5

perhaps 1.5 dB, in this particular case. So
At one point, I wasn't aware of the consequently, even though there's a 3 dB

Von Neumann criteria, and instead of separation between the curves shown,
computing the min-max solution, I there might only be a 2 dB separation in
somehow computed in max-min. Fgure actual performance That doesn't trivialize
L-5a What I was expecting was a saddle- this result because what it's saying is that
point solution. Suppose I plot bit-error if the jammer chooses p=1 and the
rate against m this time with p as the communicator chooses m00 t=E b/N0 for the
parameter. From the jammer's point of case of 16-ary signaling, the two results
view, what I would have hoped for is that are going to be fairly close together Of
the p-3/4 curve would have a minimum at course, for other values of p and,'or
mom (opt) (as given by thdiVasbi-Je.obthe performance can fall
solution), and any other value of p would outside of the region bounded by these
produce a minimum bit-error rate which is two curves
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Let's now take a look at some of the that you've gone to a diversity which is
risks implicit in trying to apply game- 100 Eb/No he can go back to additive

N theoretic techniques to this problem. As a white Gaussian noise, (full band) jamming,
reference point, we have the min-max resulting in a 15 dB degradation. Of
curve with diversity m=Eb/N 0 for 16-ary course, again, for larger values of diversity,

• signaling and p=3/4. Figure L-8. Now these two curves simply diverge a little bit
suppose the communicator reasons as more, that is, the potential improvement
follows: "1 know the jammer is going to and risk both increase So there is a risk

L use p-3/4. Why should I use diversity in trying to play that sort of game
. Eb/N0? Let me use diversity 1. It's ab 0 What about the jammer's

simpler system, it's cheaper" So he goes perspective? What should the jammer do?
to an m=1, p=3/4 curve. We've aJ..ready eestesadr mmxslto

* seen that it will improve his perfvrmance again with p=3/4 Figure L-10. Weve
somewhat (by approximately 1 dB). Wh already seen that with p=3/4. if the
penalty does he pay for this modest communicator goes to diversity 1, he'll
improvement? The risk is that if the pick up a little bit of performance And if
jammer suspects, or is somehow able to qie goes to a diversity that is very large

*,', , monitor, what the communicator has done, he'll pick up a lot more. So with =3/4,
namely that he's using no diversity or the jammer effectiveness can be

coding, he can change to a very small undermined. What happens if the jammer

value of p. In particular at a bit-error rate
of uses the value P=1 that I'm
of-5 if he uses a p of the order of 5 x recommending? If he uses the value p=1,

10-s. the communicator can end up Iosg he has an unexciting broadband noise
about 32 dB. It's a very bad trade to gain jammer, but he's playing it safe. If he
1 dB at the risk of losing 32 d8 it you're uses p=1 rather than p=3' 4, and the
discovered. uses m=1 Ncommunicator persists in using m=Eb/N 0.

* , . What if we go in the other direction? the two performance curves are fairly
Instead of going to diversity 1, what if we close together. So the jammer
opt for a large diversity? Again, the effectiveness is degraded only slightly. On
standard min-max curve is shown as a the other hand, if 1=1, the best that the

' " reference Figure L-9. Instead of using communicator can do is to use no
-, m-Eb/No, let's use m=100Eb/N 0. Now the diversity, and all the jammer will lose is

diversity is not going up by a factor of 100 1-2 dB, but he certainly is not going to be
"- because Eb/N 0 is a lot smaller for the subject to a large amount of exploitation

same bit-error rate. So, again at our So again, what we've got is a guaranteed
benchmark 10-5 bit-error rate, in the case minimum jamming effectiveness and
of the min-max solution, m=13 is sufficient communication performance if the jammer
to achieve that particular bit-error rate. On uses p-1 and the communicator uses the
the other hand, if we use diversity 40, optimum diversity defined in the Viterbi-
which is only a threefold increase, we can Jacobs paper.
pick up about 15 dB Ir fact, we could In conclusion, what we found is that
have used even more diversity, which in cas e os ng ith','" .. "in the case of FH/MFSK signaling with

',: ,-,"would have improved the performance diestan prilbnd oseFge

"." further. However, if the jammer ever spotsf r e i a rt L-1 1 we don't have a saddle-point. The
that and reverts back up to the case communicator should use the value of

Li where p1, he's going to really zap you:
that's in fact what happens here. In this
particular case, if the jammer discovers Jacobs. which guarantees a maximum bit-

lei
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127

error rate independent of what the jammer
does. Conversely, the jammer should use
broadband noise (assuming he's restricted
to using noise rather than tone jamming)
to ensure a guaranteed minimum bit-error
rate. Of course, if possible, both the
communicator and the jammer should try
to monitor what the other is doing
because an adaptive scheme would
certainly be able to provide a lot more
flexibility than the current system.
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GAYLORD HUTH area will become more and more
important in time. Let me begin with a

Pravin Jatn is the assistant for brief discussion of some jamming threats
;. ... .communication technology in the military

satellite communications systems office of Clearly I cannot talk about jamming
the DCA. He received his BS, MS and Ph.D. threats in a non-classified symposium
from the University of Stutgaart, Germany However, I'd like to give you some
and has been at DCA since 1974 Before indication from a pure technology point of
that he was at SRI for 6 years. view what jamming EIRP a jammer might

be able to generate at a given frequency
PRAVIN JAIN As you know, Figure J-3 EIRP is defined as

I don't have any esoteric results to the product of the power the jammer can

show, which doesn't mean that I couldn't generate, and how much antenna gain he

have dreamed up some. What I thought can use to focus that power in the

I'd do is discuss the rote of spread direction of the satellite. What I'm talking

spectrum communications in the design of about is uplink jamming. The jamming
threat is determined by the constraint themilitary satellite communication systems. jamrayhvohwmuhRpwe°.°:%jammer may have, on how much RF power

The strategic tactical community, as he can generate at a given frequency. and
you can see Figure J-1 consists of a how much antenna gain he can produce It
diverse mix of user platforms. There is a turns out that both these parameters are
very substantial population of mobile strong functions of frequency We already
terminals as you can see here. The data have satellite systems in the UHF (300
rates however, are fairly modest, ranging MHz) and SHF (8 GHz) bands Then there
from teletype which is 75 bits per second are some higher bands which we generaly
to vocoded voice which is 2400 bits per refer to as EHF (30 GHz or 45 GHz) where
second. In some cases, users also require we might have some military systems
what we call tri-tac quality (16 kilobit, operating in the future At the higher EHF
CVSD). So these are basically quite modest bands fairly large jamming EIRPs are
data rates. However, these data rates have feasible.
to be supported under stressed conditions.

- " When we talk about stressed conditions, What are some of the antijamming
we definitely mean jamming It turns out Thes aaile to us' iue th4
that almost all military users require
extreme protection against jamming Figure morning. Basically we can do spatial

J-2. Selective users also require LPI, low processing which we call antenna nulling,

probability of intercept, and some also or waveform processing. We have two
'';types of waveform processing, frequency
require protection against nuclear effects
That's one area which is really growing in hopping and pseudo-noise We use both

'. .these techniques in military systems.
importance. In the past, a lot of work has
b d f t w ff Basically frequency hopping is presently- -been done from the w aveform point of u e t U F wt o ie t p l t o m
view i.e., what signal processing can do to used at UHF with mobile type platforms
provide resistance against jamming or We heavily use pseudo-noise at X-band.

interception. But really, very little has been The nulling antenna has been implemented
done in the past to see how these on one of our satellites called DSCS Ill. So
techniques (which you may want to use in fact we already use all these techniques

for providing protection against jamming in military systems. The next generation of
or interception) will perform if there are military systems will use onboard
also nuclear scintillation effects So that processing In addition to nuling. we

o •-

V,'.
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might also do complete despreading in the antenna nulling, then the protection gets
satellite, possibly also demodulation and up to 114 dBW. Let's look at EHF. We are
decoding. That's why I call it a full generating the same 10 watts and using a

-. onboard processing. Now with a full 2-foot antenna, so the EIRP is 56 dBW. If
onboard processing system, the maximum we were to spread the signal over the
tolerable jammer EIRP can be calculated by whole available bandwidth, which I'm
the simple formula Figure J-5. If you have assuming here is 2 GHz so that means
a user whose EIRP is S, and the jammer's that is 93 dB spreading. with a voice rate
EIRP is J, then J is usually very much of 2400 bits per second which is 33 dB,
larger than S. The maximum tolerable the processing gain is roughly 60 dB. So
jammer EIRP is given by this very simple without antenna nulling, we get around

4-o

formula, where W/R is the processing gain. 105 dBW tolerable jam mer EIRP. If we
W is the bandwidth over which we are now drop in 30 dlB antenna nulling, the
spreading, and R is the data rate. Alpha is tolerable jammer EIRP becomes 135 dBW

"'" the antenna nulling, (spatial processing - a very substantial number
gain) and Eb/NO is the modulation The point I'm trying to make is that

Sefficiency. These are all the parameters we by going to higher frequencies, there's a
-. need to evaluate the anti-jam tremendous payoff. Even a small user

permacea bterminal is able to withstand a very large
. the So let's see with these parameters, jammer. But we don't get this capability by

what kind of performance we can get at just spreading. We have to do antenna
UHF which is about 300 MHz, at X-band (8 nulling as well as waveform processing.

- GHz), and at EHF. That's shown over here These two must go together if we are
Figure J-6o.mula, the formuia which I showed really are interested in battling very large
you earlier. I'm assuming here that the jammers

"'. .-,user generates only 10 watts of power at A e F wesatyingopat

gain) ~ ~ ~ ~ ~ ~ ~ A and Ew/N areemduainTe on ' trying to spadi that

all the three frequencies, and his platformth
allows him to use a small 2-ft aperture g. dous wey use p edse or

antenna. Now let's look at UHF to see jm. Do we use ps capabise or

-. " what kind of antijam protection can we freuec hoping ' Fo mobiete
provide. The assumption here is that the platforms. frequency hopping is a much
ue G wz),and ato commuiat's atnoe he more attractive approach for easier
Fiuere wan .t communic at vooed nsynchronization and hardware
voice rate which is 2400 bits per second i
So it turns out that with 15 dBW of EIRP, frpeeny hoin g is seio formance

, all the user can withstand is 53 dBW fror uencl effects.

jamming EIRP without nulling. Now
suppose we could do nulling at UHF, and Now let me say a few words about
we could pick up 30 dB3 of nulling, then nuclear effects. There's a consensus that
that number gets up to 83 dBW That's soon after the nuclear blast, the natural
about the best we can do at UHF. bandwidth of the medium collapses It is

* -difficult to say how large then the
Now let's see what we can do at X-

coherent bandwidth is. It is a function of
S. band. We are still generating 10 watts. thow mbigftheublastspare, the anum r

"~o proide the blastsio aree the numbe the
~~o usinc want hav omne infeqecyd mr trcie prah frese

Noincrte wehae gn u bin feqecy blasts, where they occur and how far away
the antenna gain for a 2-footer jumps up aeyufo h lss h eea

_from 5 dB to 31 dB. Without nulling all we are nyou Aothe blason The geng
fqconsensus is that the medium bandwidth

can withstand is 84 dBW of jamming EIRP. n a fct
If we were to pick up another 30dB by bhefr e tso a fraction of wte thad

'.:- Now et'ssea hat w cando abe-fohre.tSoandwidthaction os thfunctiondof

-P .'-."... the anenna gan for a -footerjumps u
_,.- 4 - -C .are'- *o fro th blats . The-- generalt
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may not be able to support a very wide a big terminal trying to transmit a very
bandwidth spread spectrum signal. We high data rate, 100 Mbps against jamming
could in this situation spread the signal Now let's see what kind of performance
only over the narrower bandwidth the we get here Figure J-8. Let's say the user
medium can support. But if we do that, transmitter can generate 1 kilowatt of
we lose anti-jam performance. So what do power, so that is 30 dBW and say he's
we do to make up the anti-jam? We can using a 40 ft antenna at 30 GHz, a gain of
take a narrower pseudo-noise signal and 68 dB. This means that the user can
then hop it over the entire bandwidth generate roughly 98 dBW of EIRP. Now we
again. Well if we want to do that we might have allocated 1 GHz of bandwidth at 30
as well use a pure frequency hopping GHz so if the data rate is 100 megabits
scheme. So that's another reason why then the processing gain is only 10 dB
frequency hopping may be good. Remember in the case considered earlier

we were spreading over 2 GHz at a data
Figure J-6 illustrates an application rate of 2400 bps so the processing gain

to protect low data rates against very as ou 0 B Ho the processing

large jamming. One point I'd like to make was roughly 60 dB Here, the processing
h t ha ngain is only 10 dB which is very low=...,.here is that while we are using both because the data rate is very hgh. So
waveform and spatial processing. the most
anti-jam performance is coming from after going through this very simple

waveform processing. There's about 60 dB calculation we find that the maximum

at EHF from waveform processing and 30 jammer EIRP which the user can support is
only 98 dBW at 100 megabits If we want

dB from nulling. So most of the anti-jam" to withstand roughly the same jamming
° .' performance is coming from processing

gain. Traditionally when we talk about te ias the w e o reqir 4 dbilf

military satellite communication, we are

talking low data rates For low data rate spatial processing. That would bring up

applications pseudo-noise and frequency the maximum tolerable jammer to 138
hopping are the two areas where most of dBW. Here we have the same situation, we

are doing both spatial processing as well
the research and effort has been devoted.
We did not pay much attention to antenna as waveform processing. But here now thenulling until we started looking at systems situation is reversed Here we are getting

- very little from waveform processing
,.'.at X-band like DSCS 111. Now let's look at aatfferand li (spread spectrum) but we are getting a lot

deni..from antenna nulling Now this is the area
- . Suppose we have the following which is not very well understood In the

scenario Figure J-7. We have a satellite, military community, people are very jittery
two terminals, a transmitter and a receiver, about nulling. You have to know how far
and we want to have very high data rate away the jammer is with respect to you
communications between the two Because if you null the jammer, you null
terminals. I am assuming 100 megabits, at the user also, if he is located very close to
an uplink frequency of 30 GHz So this is the jammer. That's an area where work has
an example of high data rate to be done
communication at EHF. There's a big
c u t a FT ' bOne other point I'd like to make I"" didn't say anything about coding, and I• "dijfmer eent ae tan whtI considerd

case than what I considered know there are a lot of coding theorists
earlier. The earlier was a small platform

low data rate against strongI am assuming an Eb/N of 10 dB
"jaming. This w xata e aiste casero Anything we can do with coding to lower

Ths nb /No, will lower the amount of antenna

..',;.**- ~ '- ~ - F * - - - < .
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nulling that is required. With Viterbi problem that does not exist in the

decoding, or some other decoding of your pseudo-noise area. Another reason for
choice, how much coding gain can we using frequency hopping might be for
get? Let's say we pick up coding gain of 5 nuclear effects. Large bandwidth

dB so the required antenna nulling now spreading might not be workable in a
.. -becomes 35 dB, which is still a large nuclear environment. However for high

amount of nulling. As far as spread data rate communications, I think pseudo-
spectrum processing is concerned, we are noise starts becoming very attractive, as I
only talking about 10 dB of waveform mentioned earlier, anything we can do in
processing. That may be something we the coding area to minimize Eb/N 0 will
might be able to do with pseudo-noise, immediately help in the antenna nulling
with today's high speed digital circuitry, area. I very strongly urge that we
and high speed logic. There may be a communication theorists who have spent a
possibility to take the 100 megabit signal lot of time working in the waveform
and spread over 1 GHz, using pseudo processing, should now start looking in

.'. noise and pick up 10 dB processing gain. the antenna nulling area. That's a
That doesn't mean that we may not be fascinating field but it's fairly virgin so far.
able to do that with frequency hopping Only antenna-theorists have dabbled in
also. But if we want to do frequency that area. I think there's a big challenge
hopping, then what is the hopping rate we there. Start looking into it, because really,

" are going to pick? If we pick a low we are going to ask for high data rate
' .e hopping rate compared to the data rate communication for imagery transmission

(200 khps or something like that) we have and things like that, and we are not going
to transmit many bits of symbols per hop to get very much protection from
To optimize performance with frequency waveform processing Clearly, the
hopping, we may have to do interleaving. antenna-nulling area - the spatial
Pseudo-noise for this kind of application processing - is going to be very. very
may be a better scheme from a pure important.

,' implementation viewpoint.

U In summary I would like to say that
"* when I look at the gamit of applications

we have in military communications, I find
"" that there is room for both pseudo-noise

and frequency hopping We really have to
look at the application. We can't say that
one is always better than the other. There

S-- are applications for one and applications
for the other. For small mobile-type
terminals, low data, very low EIRP, trying
to fight large jammers, I think frequency
hopping might be a good way to go. There

- is however, one problem. Since users have
* . 'different data rates, each data rate leads

to a different hopping rate for maximum
" ,-." jamming. So if we want to have a common

transmission format where everyone hops
at a common rate, then some may lose in
jamming performance. So here we have a
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ANTENNA APERTURE 2 FT. 5.00 do 31.00 do 46.00 d5

TRANSMITTR hIP 15.00 41W 41.00 45W 56.00 45W

SPREAD BANDWIDTH 82.00 do 57.00 d5 93.00 do

DATA MAT& 2400 BPS 33.80 do 33.80 do 33.80 45

lb%10.00 do 10.00 d1 10.00 do

NKIII TOLERABLE 53.20 dBW 84.20 dUW 105.20 43W
-"=a 3151 (3 KW/10 FT) (5 3W/IT) (10O KW/20 FT)

ANTENNA MULLING 30.00 do 30.00 dl 30.00 45

NAXIMUK TOLERABLE 83.20 45W 114.20 45W 135.20 d5W
JAMER 3111 WITH NULLING (200 KW/35 FT) (400 KW/45 FT)
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GAYLORD HUTH be relied upon to add order to the
r network. When the war starts, the

Jerry Goe i at rPAein he "transmitter" is typically scared, or at least
Tactical Technology Office. He received his under a lot of stress, and apt to do some
Ph.D. from the University of Michigan in irrational things The challenge is to
1973. He taught communication and radar develop a "protocol'* that places order
at the EE Department of the Air Force
Institute of Technology in Dayton, Ohio
from 1973-1977. From 1977 to 1981, he I assert two things Figure G-1: (1) In
was the manager of Advanced this communications situation, you cannot
Development of Air Force's Tactical Jam come up with the right technical solution
Resistant Voice Communication Systems until you thoroughly define what I call the
- SEEK-TALK. Since 1981 he's been at "networking" requirements and I will talk
DARPA-TTO mainly working with radars about those in lust a minute The problem
and sensors, but he maintains a spiritual with these requirements is that they are
commitment to communication systems very difficult to define because doing so

involves a lot of work on the part of the
JERRY GOBIEN customer for the system. He, on the other

I stand before you with considerably hand, is not apt to put an awful lot of

reduced innocence; about 5 years ago, I work into defining such requirements until
was unceremoniously removed from my he knows that the system is "real". which

college teaching job and put into one means that the technology must be well-

where I was asked to actually develop one defined and at least partially proven.

of the systems we've been discussing. Clearly, there is a kind of tail-chasing to

Not just a breadboard kind of thing, but a this. My second assertion is that (2) 1 don't

system that was actually to be fielded by think that we have the technology in hand

the Air Force The job was complete with to meet the Air Force's requirement for
all of the political battles, funding hassles, jam-resistant tactical communications

and challenges that go with a program under the constraints that you believe the

where the "end of the rainbow" is a billion user's stated requirement, and that you

dollars in production money I wanted to believe allocated RF frequencies are

come here to tell you of the things we did needed in order to ultimately operate the

right, those we did wrong, and, for those system The Army's problem is an order of
. magnitude more difficult and. by

who were familiar with the program, to tell m
you whatever happened to SEEK-TALK. implication, we therefore cannot solve thatone either with today's technology

The problem that I will be addressing
is that of jam-resistant tactical Let me talk a little bit about

communications. This morning, Marlin networking requirements of Figure G-2

Ristenbatt added the word "mobile" in I'm going to assume (and for the Air Force

there and I think that's appropriate. Figure problem it's a realistic assumption), that

G-1 It implies an environment where the required data rates are known and

everything is constantly moving; you fixed Under "network requirements", I

haven't a chance of "pointing at" the don't include data rates and queueing

terminal that you are trying to times (the things that digital

communicate with because typically you communication people normally think of as

don't know where it is or even what it is network requirements). I really mean the

behind. The locations are unknown. The more fundamental business of defining and

transmitter in this situation can't usually describing "nets" The Air Force situation
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seems easy at first blush; you just define complicated net structure once you
them by analogy to radio channel. The actually start defining this system, and it's
tactical air communication system today one that dramatically affects your choice
uses a UHF AM radio, and users who of technology (i e., whether you use
currently communicate on one frequency frequency hopping, direct sequence, or

- -' *.* channel constitute a "net" in a jam- hybrid spread spectrum, how much
resistant system. You then need think a antenna nulling do you need, should you
little bit more about how many jam- use directive transmit antennas, etc. etc.)

'I --" resistant nets you need ard how to The interaction between the "network"
establish an intra-net protocol which requirements just listed and the
preserves the current "free-wheeling" performance of a particular choice of
structure of a radio channel. You need to technology is really quite dramatic. For
worry both about the number and the instance, you are going to be jammed by

,*. geographic distribution of nets and of existing users of the band. They may be
.'"- -, users within a net. Furthermore, it matters lower in power, but it is quite a shock to
9., how many users in a net are apt to be discover that they are not all low power

transmitting at the same time. The For example, we discovered quite late in
scenario I described is really a broadcast the SEEK-TALK program that there are
scenario, and the number of people European-manned UHF communication
pushing their microphone buttons at the sites (part of the NATO air defense

' same time becomes a real issue. It implies system) which, knowing that they will be
an -interesting question at each receiver: jammed, already have the problem solved.
of all the users simultaneously They have "bootleg" 1 to 5 kilowatt power

transmitting, how many are required to be amplifiers in their basement and, when
received at the same time?" (I'll talk about they get jammed, they are going to "burn
that more specifically in a moment.) through". There are quite a few such sites
Finally, if that number is greater than 1, in Europe; the upshot is that all it really
how are you going to select them? takes to jam the UHF band is one enemy

But let's assume you have done all jammer turning on some place causing all
Butlet'sthasume you haeve g doe of these guys to turn on their kilowatt

that and you believe everything you've pwrapiiradw ilhv H'-'."come up with down to here Figure G-2,0). power amplifiers, and we will have UHF
coeu"wt ow oheeFgueG2.1. gridlock In addition to existing users, you

You will still have a very large problem: also have ito wo aboutiyours Thi
,." •"also have to worry about yourself. This

SYou positively will not get any more becomes a large issue in deciding what
frequencies than are currently allocated to waveform to choose. It is not much of

military communications. Based upon hard problem for a frequency hopper that's
experience, I will guarantee that it's not narrowband instantaneously, but becomes

going to happen. You may get an
experimental allocation in a microwave serious for direct sequence spreading with

band somewhere, but that's about it. overlapping frequency bands. In that case,

Moreover, the existing bands already have your own transmitters become tremendous
partial or full-band jammers for you.. , .. users in them. These people tend to

% jealously guard the allocations that they The third implication wasn't really
have, and they are neither going to go appreciated until we started considering
away, stop communicating, nor take it very AWACS in detail. The AWACS has a
kindly if you interfere with their current requirement to operate on many nets
operations. simultaneously (they like to think that

,- S y e uthey're controlling all those airplanes out• '.So you end up with a fairly
there). There is a phenomenon that occurs

.4'
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on the AWACS which is even now poorly system. SEEK-TALK was a program to
understood. It's suspected to be a "rusty develop an Air Force jam resistant voice
bolt" effect which occurs where various communication system. It was to be an
plates on the fuselage touch each other. improvement or replacement for the UHF
There's corrosion and oxide in between, AM radio which, as every communicator
and this has the same effect as know, is quite vulnerable to jamming. The
distributing small diodes on the skin. When "need" was surfaced by events of the 1973
you have two simultaneous transmissions Arab-Israeli war, coupled with the critical
the third and fifth order intermodulation dependence of tactical air operations on

, products caused by these nonlinearities voice communications among pilots and
can fall back into the original frequency between pilots and the TACS The program
band. The power level of these was kicked off by a study which was
intermodulation products can be as high intended to consider all of the things on
as that of a transmitted signal originating the previous slide In fact, it did so better
50-60 miles away All of the above effects than is done for most development
combine to reduce the "available" jam programs, but still not well enough to hold
resistance of the system. together in the end The study was

Another thing to worry about is the convened, and the requirement was looked
Aat in some detail and defined The different

effect of your new system on current technologies available to satisfy that
users of the band. Those "other guys" are tecoies aae t aisfy Thatyicll nrrwbnd raio. her requirement were examined. The
typically narrowband radios. Their candidates are shown on the slide Figure
receivers all have squelch circuits, which G-3.0). All frequency hopping approaches
keep them from making a lot of noise
(amplified receiver noise) unless they are were rejected, and direct sequence spread

actually receiving something. To upset the spectrum with adaptive antenna arrays
existing system, you need only "break" was chosed. With 20-20 hindsight, I think

those squelch circuits; this will produce a the last two were rejected correctly even
trm" hgiven today's technology. The fast. tremendous hissing noise, the operatorwas

will think he is being jammed, and he will
raise holy hell with you. This effect occurs rejected for reasons which probably were

at much lower power levels than are erroneous. (Lincoln Labs. upset at the
required to actually "jam" his radio so he decision, went ahead and constructed a

couldn't receive a transmission But as proof by example.)

soon as he hears that receiver go off and Let me elaborate a moment on the
start making great amounts of noise original requirements Figure G-4. Some of
you've interfered with him. these were explicitly stated in the study,

and and some were really just. assumed. TheThe list of *net requirements" n first two are pretty straightforward, thetheir implications is not complete, nor is it
""optimally thought out. But I assert, key one that was really just "assumed" is

poially thought ou But I ae the third We never made a big issue of it
"probably trivially, that you've got to take anthefctleritepogmws

te alinoacutwechoiga and the effect later in the program was
them all into account when choosing a dramatic. Our guess at number of nets,
technical solution. If you do, you will end
up with a different answer than if you had wasn't de tis dier by use use

""U done a 1 on 1, or even a single net or wasn't advertised very well by us Figure
." G-4,(O) It was based on a scenario where

-,* small-number-of nets analysis.seaa whole gaggle of airplanes is heading

Enough generalities. Let me talk toward combat, all talking to each other
about a case study, the SEEK-TALK on the way in. That is considered

Z4!
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important because pilots will listen to the perceive the delay). The structure was to
radio traffic and form a mental picture of overlay the current tactical air control

- what's going on, where the threats are, system, and hence was pretty well
who is being shot at, where the command constrained.
control platforms are, etc. Then, when they The technical solution Figure G-5

*,. .,, actually engage in combat, they typically after examining all candidates was direct
break off and work on a smaller network seruenceispreal c t es was 5

with a forward air controller or with their sequence spread spectrum. roughly 5
megachips per second spreading of 16

own flight. As soon as the engagement is kilobits CVSD voice. That was the lowest
over, they switch back to the large net in voice data rate that we felt could use in a
order to rejoin the broader activity and..v combat environment with high background

""•"keep track of the action. So theaskeepo acko the acin. So t noise. Within each net, simultaneously
assumption was that we needed 5 or 6 transmitted signals had different spreading
Snets; a couple of small ones and one codes, chosen adaptively (one can listen,
"common and go ou t eoes woutd see which codes are being used, and then
come in and 90 out on. We estimated 50 choose a different one when the mike

- ' , users per net; that's probably high for the
small nets and low for the common strike standards permitted range measurement

net, but it's a reasonable average. About for the purpose of selecting the closest

10 of these users would be transmitting transmissions. DS Spread Spectrum alone
,,,.simultaneously. The next requirement was trnmsis.DSpedpcru ale

imun e moly T nereuint as provided in sufficient jam resistance we
.,.among the most interesting and needed another 25 dB of nulling from an

controversial: Each receiver has to be able ad e anten to ge th n eeded f r% adaptive antenna to get the needed JR
to receive a number of transmissions without high powered amplifiers. (We
simultaneously, and those ought to be already knew that frequency management

" selected on the basis of range from the would be a problem.)
" receiver (closest being the most

important). The idea is that when a man in And so we launched a development
your own flight yells "Break left!", you program Figure G-3,(2). The process was
want to be sure you heard that intense in every aspect, from technical
(presumably he just saw somebody about three political to personal. There seems to
to shoot at you). If somebody 20 miles be a never-ending series of crises and

.- i. away says something, that's not as challenges to the program, for everything
important. Furthermore, a break-in from budget to technical reasons, from
capability isn't good enough. Pilots are NSA doesn't like your spreading codes to
quite adept at listening to 2 or 3 things at the fellow who wants more business to
the same time and picking up the the one who has a better solution. At the

, important key words. This came to be same time, and this was probably fatal to
S'. known as "conferencing" and it was a SEEK-TALK, your cost estimates grow

' -requirement which I think still stands because you get a better look at what the
N today. There were ground and airborne hardware is really like At each program

command and control stations that have challenge, the user (TAC) perceives that
to service all users simultaneously from a their program, (it is now their program,
great distance. Acquisition of they've developed some advocacy for it) is
transmissions had to be done in trouble, so they try to help by
instantaneously (instantaneously means strengthening the requirements. This is a
2/10th of a second in voice subtle and key point. As the user support
communications; if it is slower, your ears and "need" for the system grows, the

'S
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network requirements" subtly grow along FH/DS hybrid were viable candidates. The
with it. In SEEK-TALK's case, they grew fast frequency hop/direct sequence spread
(almost unnoticed, at first) to the point system is JTIDS-inoperable in the
where they were technically unsupportable following sense: Although JTIDS as it

This programmatic merry-go-round currently exists does not have the required

continued for four years, sweetened jam resistance, it is possible to invent amode withinumorer directarssequencee
somewhat by a successful test of the mode with more direct sequence

advanced development hardware. It was processing gain to yield the needed jam
advaned deve ent hara .of as resistance. Such interoperability is notposil stopped by the arrival of a new

administration which observed that if all possible using a direct sequence system
the Air Force's on-going tactical like SEEK-TALK but is needed because,

communications programs (JTIDS, SEEK- using it, you could talk in a jam-resistant
TALK, and Mark-15 IFF) ran to completion, mode to the Navy It was this

the cost would be nearly $15 billion, consideration which finally caused the

SEEK-TALK itself had grown from an initial SEEK-TALK technical approach to be

estimate of $900 million to S3 billion. abandoned in favor of the FH/DS hybrid

Since that much money was out of the system which is now called HAVE-CLEAR.

question, an intensive review of the on- I won't dwell on the points of this
going programs was directed. The issues slide Figure G-8; they are the
were: Interoperability between services, recapitulation of my rambling of the last
cost, jam resistance and robustness, and half hour. You need to work on all those
potential commonality of functions The Air things (networking, jam-resistance, and
Force Chief Scientist chaired this study. spectrum requirements and availability)
We had the user (TAC) heavily involved in together It is very important, if you really
refining and reviewing the operational expect to deploy a JR system, that you
requirement. I participated with the jam- understand the frequency allocations
resistance panel in trying to evaluate all process and its politics Otherwise, you
the systems against a common threat. For might naively assume that some day you
the first time, the frequency management might get a piece of a radar band to
people participated heavily; some were communicate in (or a radio astronomy
brought over from Europe to reveal what band, or almost anything else) If I had to
was in those bands and what the effect of vote for where we should put technical
inserting SEEK-TALK would be (This was effort, it's in the areas that allow you to
very late in the program to be doing such operate in the face of all these real-world
analyses.) It was a long and protracted problems rather than in trying to figure
study and I think a fairly sound one The out how to build a device that can process
results are summarized in Figure G-7. signals with 20% relative bandwidths.
Astoundingly, the operational panel
concluded that we needed in excess of
200 nets in a 100x100 km area (The
structure we had assumed within a net
was valid.) No viable technical solutions

F (even the ones we had rejected) will
support that requirement in the UHF band,
especially if you take the existing users of
the band into account. If you ignore these
EMI and EMC issues, then both the Direct
Sequence/Adaptive Array hybrid and the

=pQ
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JAM-RFSISTANT TACTICAL COMMUNICATION

BE:
o FLUID, HIGH-STRESS ENVIRONMENT

o RECEIVER OFTEN CAN'T BE DESIGNATED

o STATIONS ARE MOBILE

o LOCATIONS TYPICALLY UNKNOWN

1. TECHNICAL SOLUTION CAN'T BE CHOSEN UNTIL 'NETWORKING" REQUIREMENTS KNOWN

IN DETAIL. THESE ARE VERY HARD TO DEFINE UNTIL THE TECHNICAL SOLUTION

DEMONSTRATES SOME SUCCESS...

2. THERE IS NO DEVELOPED TECHNOLOGY TO SOLVE THE AF'S REQUIREMENT UNDER THE

CONSTRAINTS OF REQUIRED NETWORK STRUCTURE AND AVAILAB E BANDS.
(THE ARIY*S PROBLEM IS MUCH HARDER,.)

FIGURE G-i

I%
- DEFINITION OF "NETm

- NUMBER OF NETS

- GEOGRAPHIC DISTRIBUTION (NETS AND USERS)

- NUMBER USERS/NET

- NIMBER OF SIMULTANEOUS TRANSMISSIONS

. - NUMBER OF SIMULTANEOUS TRANSMISSIONS TO BE RECEIVED

- SELECTION OF CRITERIA

MILITARY COMM,.: BANDS ARE WELL KNOWN AND FIXED, THEY WILL NOT MOVE OR GROW,

NOW WILL THEIR CURRENT OCCUPANTS GO AWAY (OR EVEN KEEP QUIET)

IMPLICATIONS
- JAMMING BY OTHER PFRIENDLYN USERS

- SELF JAMMING AND NEARJFAR SUPPRESSION OF MULTIPLE D.S. SIGNALS
- INTERMOD. PRODUCTS (COSITE)

REDUCED AVAILABLE J.R. (NOISE AND 'SMART')

- EFFECT ON OTHER USER.S..,(SQUELCH!)

TAKING THESE INTO ACCOUNT WILL RESULT IN A SIGNIFICANTLY DIFFERENT ANSWER THAN

A 'l ON ' OR EVEN 'SINGLE NET' ANALYSIS.

• * 'FIGURE G-2
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CASESUDY
AF'S J.R. TACTICAL VOICE

19745 o NEED WAS IDENTIFIED: REQUIREMENT STUDIED AND DEFINED.

%13T o TECHNICAL APPROACH WAS SELECTED (DS + AA, FFH/DS, FFH, SFH)

.12977 o DEVELOPMENT PROGRAM STARTED: SFH NEAR TERM, DS/AA LONG TERMI7 o RECURRING CHALENGES TO PROGRAM

o COST ESTIMATES GREW

o REQUIREMENTS ('NETWORKING') GREW

o SUCCESSFUL ADM TESTS

"W FIGURE G-3

ORIGINAL REQUIREMENTS

(SOME EXPLICITLY STATED, SOME ASSUMED...)

- JR: 1:5 RANGE DISADVANTAGE AGAINST A NUMBER OF HIGH-POWERED
JAMMV'ERS, POSSIBLY RESPONSIVE.

-FREQUENCY: UHF (225-400O MHz)

- 1 LARGE AND 4~ OR 5 SMALL NETS IN A COMBAT AREA, CLOSE IN TO JAMMERS.

- 50 USERS PER NET, 10 SIMULTANEOUSLY, SELECTED JAW RANGE FROM
RECEIVER (CLOSE IS IMPORTANT").

- GROUND AND AIRBORNE C2 STATIONS SERVICE ALL NETS SIMULTANEOUSLY.

- INSTANTANEOUS ACQUISITION

- VOICE QUALITY PERMITTING RECOGNITION

- ESSENTIALLY AN OVERLAY TO THE CURRENT TACS: REQUIREMENTS FORMULATED
BY ANALOGY TO CURRENT SYSTEM AND ANALYSIS OF SEA TAPES.

FIGURE G-4
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~< ORIGINAL SOLUTION
"SEEK TALK*

- DS (' 5 Mc/s) SPREADING OF 16Ks/s CVSD, INTRA-NET CDMA.

- ATOMIC TIME STANDARD PERMITS RANGE ORDERING.

- ADAPTIVE NULLING ANTENNA ARRAY ON RECEIVE: NEED 25 DB AGAINST SEVERAL

JAM iERS.
..

ADVANTAGES

o REQUIRES NO HPAs.

o LIMITED BW HELPS FREQUENT MANAGEMENT, FORCES JAMMER SIGINT.

D ISADVANTAGES

o ARRAY VULNERABLE TO SIGINT DIRECTION OF LARGE NUMBER OF JAIMERS.

o SIGNAL MASKING EFFECTS.

*, FIGURE G-5

CASE STUDY

o NEW ADMINISTRATION CHARTERS 'CO1PREHENSIVE REVIEW' OF ALL 3: VOICE,

DATA, 1FF.

VISSUES:
- INTEROPERABILITY BETWEEN SERVICES

- COST AND POTENTIAL COMMTONALITY

_ M. ;- JR AND ROBUSTNESS

V PANELS:
- OPERATIONAL,..WILL THE TRUE REQUIREMENT PLASE STAND UP..."

. - JAM RESISTANCE...NAGAINST A COMMON BASELINE THREAT, AS WELL AS

RESPONSIVE OPTIONS. MAWY ON MY.

- EMC AND FREPUENT MANAGEMENT... "WHAT IS THE ENVIRONMENT REALLY LIKE?

u WHAT ARE THE RESULTING PROBLEMS?
- IFF...NIS JTIDS USEFUL? IS THERE SOME USEFUL FEATURE OF THE OTHER

CONTENDERS?"
"* FIGREG-
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WORKING GROUP RESULTS

1. THE 'TRUE REOUIREMENT" EXCEEDS 200 NETS IN A 100 x 100 KM AREA.

2. THE ASSUMED INTRA-NET REQUIREMENTS WERE VALID.

3. THE UHF BAND IS A HORRIBLE EMC ENVIRONMENT, UNPREDICTABLE COUNTRY-

BY-COUNTRY.

.' 4. THE ONLY VIABLE TECHNICAL SOLUTIONS ARE, INDEED, DS + AA AND FFH DS.

5. NEITHER ONE CAN SUPPORT THE REQUIRED NUMBER OF NETS IN THE MILITARY

UHF BAND.

- FFH AND SFH COULD, BUT SUFFER OTHER PROBLEMS

6. BOTH SUFFER ULTIMATE VULNERABILITIES:
,--.- - DS/AA: SIGINT DIRECTED TO OVERCONSTRAIN AA.

- FFH/DS: PROLIFERATION OF 'DUMB' UNATTENDED PARTIAL BAND JS.

7. SEEK TALK IS UNIQUE AND OFFERS NO HOPE FOR INTEROPERATBILITY. FFH/DS

CAN BE STRUCTURED TO INTEROFERATE WITH JTIDS (NAVY) VOICE, THOUGH JTIDS
ALONE HAS INSUFFICIENT JR.

FIGURE G-7

REPRISE

o NETWORK STRUCTURE/SIZE, SYSTEM JR, AND SPECTRUM REQUIREMENT ARE CLOSELY

RELATED.

o THEY MUST BE UNDERSTOOD, AND COMPROMISES MADE, AS PART OF THE PROCESS

OF CHOOSING A TECHNICAL APPROACH.

o THE FREQUENCY ALLOCATION AND MANAGEMENT PROCESS IS ILL-UNDERSTOOD BY

TECHNICIANS.

- THAT'S BECAUSE IT'S INCREDIBLY ILLOGICAL AND POLITICAL.

- IT'S ALSO OF CRITICAL IMPORTANCE.

o WE MUST DEVELOP TECHNIQUES TO PROVIDE JR IN THE FACE OF THESE REAL-

WORLD CONSTRAINTS:
- LIMITED BW, LARGE NUMBER USERS

- SELF AND CO INTERFERENCE

- IM PRODUCTS, OUT OF BAND RADIATION

o HAVING DONE THE BEST WE CAN, SOME COMPROMISE OR REQUIREMENTS WILL BE

NECESSARY. THIS IS EASIER AT THE BEGINNING THAN 3-4 YEARS INTO A PROGRAM.

g ,,,,,FIGURE G-8
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" K' GAYLORD HUTH have one problem, we have many
'S S sh problems Figure S-2. We sometimes forget";"IISeymour Stein is co-author of 8 that there are different problems and we

couple of comm. books He started in thy to are d i t p le m ad iwg
spread spectrum in the mid 60's, includingwith all encompassing

.r'.spasctru in the m 60rs nluing solutions. Right now, I can identify three

tropo-scatter in 1963 I personally know of different sets of problems I know about.
.'" , a 1965 project that he led at Sylvania, One is the HF world where there's an

p because that's what got me into spread awful lot that can be done in the
spectrum. They published a classified 800- electronic warfare sense, to take
page compendium of spread spectrumtheor at thttmhc odm hr advantage of the characteristics of
theory at that time which told me where propagation at HF, but about which[' .. , to go, and it was quite good. The last 4

t , i q g T aunfortunately very little is being done On
years he's been an independent consultant the other hand it's also a very difficult
operating under the name SCPE, Inc. world in which to work. It's probably even

SEYMOUR STEIN more difficult than the UHF-VHF world in
which to work spread spectrum, because

I have the unenviable job of the bandwidth is really not there. In the
* * ':. following 4 well-qualified speakers. As VHF-UHF world, I think Jerry (Gobien) has

somebody said, we were also said it all, but I'm going to make some
uncoordinated, so I don't think I'm going comments about networks which maybe

" to cover any one topic that hasn't been diametrically opposite to some of Jerry's
.. _ covered by someone else, but I certainly conclusions about where the future may

don't agree with everything that's been lie. Then finally there's the radio relay
said. I guess that's what a workshop is all world, including satellite relay There the
about. difference is that we have directional

There have always been two ideas rather than non-directional antennas. very

about what spread spectrum is for Figure wide bandwidths are typically available
.- S. e taia obecause we're up in the microwave bands' .S-1. One is the anti-jam role which we've

been t about. The other is the LPI and the data rates can vary all over therole. LPI in the past has almost always map depending upon whether it is a soleboen di in t ers of covert user or a high level network that is being-Jbeen described in terms of covert

operations, the idea that somebody really supported.
does not want anyone else to know that In the next chart S-3, I tried to
he's broadcasting. I'm beginning to get a recreate for this meeting some data from

- view that LPI in another form is going to many years ago. Back in the middle 60's,
: ... become significantly more important in the one problem that we had to contend with

near future, and that is not to deny the was a lot of military people who kept
fact that you're broadcasting, but to try to saying, "What's with this spread spectrum?
avoid being targeted (physical destruction). You're asking me to give up megahertz of
Some useful systems now being designed bandwidth and all I get is a single voice

b,, . "-may not avoid detection, but may be able channel?" We had to convince them on
,." to avoid being targeted. I think that's an channel capacity arguments that the voice

important idea to keep in mind in channel was all they had available under
designing future systems. poor SNR conditions. Well, when I redid

A second thing which I think you've this, I came up with a peculiar result

heard in spades already is that in the which I don't recall in the earlier
spread spectrum world, we really do not interpretations. I translated the channel

i-- capacity into a required processing gain to
a,%
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get another version of the chart that resolve that, how the enemy will simply go
.- " Pravin (Jain) was talking about earlier. The into barrage jamming. I want to present on
' peculiar result that pops up says that this chart, at least one version of the

you'd better not forget that in addition to story. It starts out with one interesting
the jammer there is receiver noise. If I assertion, which some people believe.
read this correctly, it says that Pravin's That is that nobody can really afford to go
statement to the contrary, if the coding about randomly jamming the entire band,
people try too hard to achieve a system because the enemy also has C3

that will work at a very low Eb/NO' they're requirements. What that means is that
going to cause trouble in terms of the they do have to jam responsively (By the
required processing gain to cope with way, this is obviously a good example of
jamming. Finally. I've put down at the something that might apply in the mobile
bottom, a different version of why it's so tactical world, but that might not apply to
hard to do the problem by processing jamming an up-link on a satellite. There it
gain, namely I've tested some bandwidths can be pretty clear whose satellite you're
that are typical of what people talk about, jamming.) One interesting consequence is
and some very modest data rates. As to really think about how to defeat a
Pravin showed us, it's very easy to responsive jammer, one that tries to follow
generate threats that indicate some of you. Perhaps the best way is to simply
those numbers are simply not enough, make sure that you don't have one system

I h a e e m m or one net. or even a few nets out there,.,,In the last few years, my m ain
interest in this area has been in the using the same type of modulation. Get as

"a"- tactical comm band, the one Jerry Gobien many people out there operating in the
."'- has been describing Figlure S-4. I think same mode as possible, even to the point

hasbee decriingFigre -4.I tink of using decoys if necessary. Anotherthis is a particularly nasty problem, just as th ing d o , i is ary. n othet
he said, but have perhaps summarized it in thing you can do, which is not done. is to

think about a realistic approach to power
a different way. The traditional frequency.- management problems are just terrible. level management to further reduce
melj rdetectability. Then if you want to really get
The way in which frequencies are long- fancy, start varying the level that you use
term reserved by all kinds of users out just to make it difficult for someone to
there, independent of actual usage, simply
makes life difficult for other people, and s tlin designing aq tent hn t o
the system makes it politically impossible"'-" always go for the best that technology can
to argue with them. My own feeling is that always O rest ta thno cn
technical work is somehow needed in this provide. One result is that we now
area to plan a long term future in which produce equipments that they can be
everybody recognizes that frequency is a distinguished one from another by very
resource and that somehow it's got to be small parameter differences. It appears

that we may be a lot better off if we quit
allocated almost adaptively on the basis of
need or demandinsisting on very stringent specifications in

e osome of the parameters, just to foil easy
A second comment deals with the recognition.

LPI aspect Figure S-5. We keep running,"." There has been much talk about
into confusion when we talk about jammer,-..-direct sequence operation or even hybrid
strategies. In the tactical world we've had operation with direct sequence Figure S-6.

ha tremendous amount of clamor about Whenever anybody says hybrid, they are
. what the frequency-follower-jammer can siltlig aota ntnaeu

do tocmuiainbtee fw still talking about an instantaneous
d c u t b e ibandwidth of the order of 1 MHz, 5 MHz.

oo%'4,
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20 MHz, depending on what band is in second, was simply technology and cost. I
" mind. But in this tactical world, you simply think the time has come when the

cannot co-exist with the narrowband technology is now just about caught back
-' * users; you cannot live with them until up. Synthesizers are getting cheaper, and

something better is developed that exists there may still be a need for clever ways
now in the way of notched filters, spectral of designing receivers to use them to
whitening or adaptive interference make the cost even lower. To repeat
cancellation, so that can get rid of those something that Ristenbatt said this
that are too near to your receiver. What morning, one may have to worry not so

* can be done in the way of modulation is much about demodulation as how to
not an issue any longer. That is not the achieve rapid initial sync in the mobile

" -" problem. The problem is to come up with tactical environment. That can be a
workable and reasonable-cost equipment formidable problem when you have to
that can get rid of the narrowband acquire so-called code time. There are

- , interference which otherwise represents devices that could solve the problem,
non-hostile jamming that can be worse devices that basically implement a filter
than anything the enemy can throw at you. bank instead of implementing a number of

I will also say that earlier when Barry independently tuned filters. They are not

Levitt was talking, a comment flitted being adequately exploited at this time for

through my mind. I think the famous spread spectrum, and for the life of me, I

phrase going something like this, "Those don't know why.
who do not read history are condemned to Now, I'm ready to try to pick up
repeat it. What went through my mind is where Jerry Gobien left off. The solution

U that there's been a great deal of concern to the ground tactical environment is not
in the past few years about the nulling because you can't build complex

" inadequacy of frequency hopping in the enough antennas on a mobile platform to
face of rather sophisticated receivers that take care of the jamming environment. It is
are quite capable of rapidly following any also not to try to get wide bandwidths in
kind of hopper. In contrast, when I was the lower UHF band because the spectrum

.. first introduced to frequency hopping, availability is just not there. You have to
nobody ever thought that you would get go way up in frequency. Jerry said
by with just hopping a carrier The thought microwave, and may be right, but you may
was that you would have to devise a data not be able to get radar users to move
system that avoids any susceptibility to over and allow you to operate at 7 or 8
frequency following. Figure S-7. It has GHz, so maybe you have the ability to
recently been reinvented, and is now design small antennas with narrow beams,
called independent frequency hopping. As and narrow beams are very nice to have in
an example, if you want to use 8-ary FSK, an EW environment. If you're lucky, the

_ -you select for each symbol 8 independent jammer won't hear 'you and even if he
P tones that the receiver would listen for, hears the- transmitter, he may not be able

one of which would be transmitted by the to get in on your receiver. Furthermore, if
transmitter. An enemy could hear the tone you give up on the notion that everybody
transmitted but would not know what the has to hear everybody else (omni-
other 7 are and have no idea how to find azimuthal environment), and go to

1 them. So he couldn't do anything other networking, you can avoid the problem
than a pure random guess. The reason instead of trying to brute force a solution.

* ~that Independent hopping fell out of favor, As far as I know, relatively little is being
* .' particularly at data rates like 2400 bits per done in this direction. Anyone looking at it
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-" will recognize lots of issues here that hop set, can cause an unreasonable error
require plenty of 6.3 money, 6 2 money, rate and leave us with practically no A-J
whatever you want to call it. It's a capability. Again, the answer was very
research program tactical communication simple. The earliest frequency hop system
for the 90's that's a very different was fielded with a (15,5) triple error
approach - any kind of network is a very correcting code. Very simple, very
different approach than the mobile tactical effective, by any kind of calculation.
user is used to. He's used to having that Moreover, if the jammer concentrates his
little whip antenna out there, so that resources in any one part of the spectrum
anybody who is supposed to hear him is or any one part of the time-domain, you
going to hear him, yet I don't see how we don't let that energy come roaring
can live with the electronic warfare threat through. You clip it or put a limit on it
that keeps growing every year until we before you use it in demodulation or in
start taking advantage of some avoidance decoding. At that point you very quickly
possibilities. discover that the potentially clever jammer

T it mpomhas now been negated to the point where"- This is the rain-max problem in
"' "not only have you removed the

another version Figure 9. A week ago, at
the Comm Theory Workshop, Joe Aein susceptibilities, but by the fact that he was

tried to provoke a heated discussion by trying to attack them, and that youve
saying that modulation and coped with that attack effectively he

synchronization theory are dead. By which almost doesn't do anything at all to you
anymore. That quickly says, OK, what's lefthe meant that we better quite beating a fohmisaorroutameopain

dead horse and look at some of the other for him is a more robust jammer operating
problems. When he said that, what at the min-max or max-min point The

registered in the back of my mind was problem is that I think we've been there

that it certainly applied to "spread for almost 15 years in the modulation

spectrum mo.dulation all over again." The area, and that there's little more to do
ei se s r se w Moreover, I think Dave Chase and othersearliest spread spectrum systems were

invented to deal with the WWII class of have pointed out the road for the ultimate
jammers, a simple transmitter that was spread spectrum communication design It

is to regard our resource as a time-
tuned to a frequency that you were using.
The earliest responses, the earliest anti- frequency domain with degrees of freedomthat gretl earcees resones theferliestantn

jam or LPI systems, were very simple, and that greatly exceed the information"'. requirement. Then, instead of spread
they were designed to cope with this idiot requirementhin t o pread
narrowband jammer. Sure enough, it spectrum, think about how to generate anddidn't take very long before people use a very low rate code in that domain

recognized that the jammer could also get that can operate successfully within the
" -~very poor signal-to-jammer ratio, and the"-'-"smarter. If the jammer knows you'resmartern Ie tamer nows uret spectral coloration of the jamming I think

hopping (we talked about super-het that is precisely what has really been
receivers) he can follow you, and maybe conidere isel y ofa t s t e s of
you can't hop fast enough to keep out of considered in many of the studies of• .. spread spectrum modulation, but too

. his way. That's the reason for independent idrectly.

hopping. But then you find that if you're
using too small a set of frequencies, he Of course, another question is. what
can engage in partial band-jamming that is the ultimate jammer design? He's not a

:.. can be very successful against a simple constant envelope jammer. He's someone
hopper. This potential clever jammer, who is noise-like. And, despite my earlier
jamming just a few tones of our frequency disbelief about barrage jamming, that
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certainly would be the ultimate jammer. He
has all of the random time and frequency
variations that you would have with white

* noise and fully occupies whatever
. atndwidth and time domain are available.

Having recognized all that, I suspect that
we are very close, in a dB sense, to the
best we can do, and I think we do have to
look for other techniques.

We always talk about the frequency
domain Figure S-10. From time to time,

S people raise the question of time hopping.
Sometimes we study it. Some day we

- probably will have good amplifiers where
we can maintain a high average
transmitted energy even while operating
on a low duty cycle, and then time
hopping will join the rest of the resources
we have. It's not really going to resolve
the limitations of the frequency-tirne
environment for lots of netted users, but it
has advantages It requires no new
analysis. It's really just another variation
on the same theme Finally, it we took at
the minimax solution, if we say that we

- will force the enemy towards as much
.' -:. barrage jamming as he can afford as his

best strategy, are we really being realistic?
* I don't know. Since we also have to design
-, our own jammers, maybe there is a role

here for some research to understand how
one can be jamming and communicating
at the same time. I don't know of any such
research. Maybe there's a way of doing it

, .. if you constrain the deployments of the
jammers. I think that it may be an
interesting topic. But if the answer to this

.., is really null, then regardless of some of
.' my earlier negative comments about life in

the UHF band, maybe there are ways to
make life uncomfortable enough for the
frequency follower jammer so that he

*i really will have to give up on jamming by
following, but also won't be able to jam us
simply by barraging the whole band with
all his energy. If so, what then are the real

"'" o uirminimax or maximin strategies for us, the
~, '*'. communicators?

% ~ ~ ~ '- V -\% -bNs .7 .. . j ~
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SPREAD SPECTRUM COMMUNICATION IN JAMMING

DISCUSSION

WELCH to GOBEIN: What is the directional antenna element and a matched
general experience with combining filter on the adaptive array output. We had

, adaptive arrays with spread spectrum on a circuit in there that would determine
-' the SEEK-TALK program? which of those two devices had at any

GOBIEN: This was planted, but not at instant of time a better signal-to-noise

my instigation. We struggled long and hard ratio and switch the signal processor to
during the program with the question of that spigot. So if we got into a situation

where the strongest thing out there was inhow to try to interface adaptive arrays and fact the sgnagtht tout to listenthe pred sectum mdem Ifyou fact the signal that you wanted to listen
the spread spectrum modem. If you
remember back in the time frame, the to, the array, that was unconstrained by

knowledge of signal structure, would null
chart showed that this system was being

that signal. But on the other hand, thatdesigned about 1977. If you think there's signal u o e o te n thliteknw buthwtod ht oa. signal would come across just fine in the
little known about how to do that today, top channel and we would still process it.
you should have been there in 1977. There If the signals were weak relative to the
were speculations about the whole range .

of things that you could do. But we never jammers then this thing would process the
felt terribly comfortable with the same bottom channel There were situations in

between, especially in the face of a large
"-'. thing that people this morning didn't feel",3 ""number of jammers (when the array was

.\. comfortable with. That was, "How would almost fully constrained or over-
the modem synchronize in the presence of constrained), when that selection circut

this adaptive array trying to hop on every cons talittw e thatophe ct n flakyi

pic feeg ht aei rmsm would get a little schizophrenic and flakyi,
piece of energy that came in from some and hop back and forth between variousdirection in space?" So we backed away and could make its
from the kind of feedback systems where mind. My guess is that had the program
the modem would acquire signal and feed ben pursue t at has tha wa
that signal back to the adaptive array and been pursued to a next phase, that was a

tha sinalbac totheadativ aray nd hardware-software problem which could
keep the array from nulling signals that have been worked out but we never tried

- had the proper spread spectrum code on it.
-.- them. We never felt comfortable that those

-. isystems would actually synchronize in the What we did is build this thing and
long run. So what we settled on as a the array was anywhere from 5 to 7
structure was the half-way in between elements. We had 7 elements on the
system, and I thought it was fairly clever. I airplane, we would use 5, 6 or 7. It was
have to give credit to Hazeltine. They are space tapered in the sense that in the 7-
the people that actually thought of this. element configuration, 4 of those were

V fHazeltine in their system used a very very actually half wavelength spaced. The
fast surface acoustic wave matched filter, remaining elements were farther out in a
Fast in the sense that it could be position that, when fully constrained.

- reprogrammed with a new reference code would give you some grading lobes or
for all intents and purposes grading nulls. On the other hand in an

' instantaneously. So with a couple of SAW under-constrained situation, it would give
U devices, they could do a number of things. you much sharper nulls than you would

It was fast enough that we could afford to get with an array where all the elements
put a matched filter on an omni- were half wavelength spaced. The nulling
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algorithm was a simple analog, least-mean elements are now sticking out at different
squared, Howells-Applebaum configuration. angles. In flight test, as best as we could
We didn't know how to do sample matrix tell from reduced data, it was maybe a 15
inversion rapidly enough at that point to degree slice, and that's getting borderline.
make us feel comfortable if we wanted to If you can't hear a signal plus or minus
try it. So that's what it looked like. What seven and a half degrees from a jammer,
we did was build these things. That makes at long distances, that is a big hunk of real
it look very simple, this thing was a rack estate in which you cannot see signals.
that high and that wide, packed full of This was one of the things that
about 4 million dollars worth of hardware, worried me about the results of the flight
and it was a truly sophisticated machine, test. The other one was that a lot of
made sophisticated largely by this
reqrmadent forsiae coreltis pattern simulation had led us to think that

the arrays would degrade gracefully asinstantaneously acquiring, processing the n they were over-constrained. We were set

closstand f anew ignl cae ~ up to simulate and to actually do a very
dropping the farthest away. Getting it to sophisticated simulation of the flight test

sdo all that in real time was pretty tough. scenarios before we went down and flew

We tested these things extensively first in.-. them at Eglan. We simulated multipath.
a laboratory ANECHOIC chamber, in an the actual jammer layout, and the signal
upside down captive airplane that was layout. Then we tried to run the airplane
sitting on a tower on a mountain that we through it and see where you could
could rotate and illuminate with various communicate. That simulation led us to
jammers, and finally on a T-39 that we believe that the degradation would not be
flew down at Eglan. The thing that bely at th e ad wold the

abslutly lowmy indwastha itrealy nearly as graceful as we had hoped. The
absolutely blew my mind was that it really flight test results in fact bore that out. So
w a w q eI think if there was one result from all of
achieved the jam resistance that we were this that made me truly queasy, it was that

",looking for. I think the array ratherlookingefor. (whn kt ay at with a 5-element array, when you have 6
consistently (when it was not fullywhich are of
constrained or over-constrained) achieved jammers Out ther, ao hic areao
the 25 dB of cancellation that we were rolequa pe u had a r
looking for, against 2, 3 or 4 jammers. We prbem Th inrtu te ourassessment of how serious the SIGINT
really hadn't expected that. directed threat was. The assumption was

We were worried about masking that if the guy had to put 12 jammers on
effects, what happens when a signal is the net to really kill you, and find the net
aligned spatially with the jammer. In the first, maybe that wasn't so serious On the
ANECHOIC chamber with nothing moving, other hand, if you only had to put 5 on
everything calibrated, and sitting still, we there, then you had more problems. So I
got masking over roughly a 5 degree slice think of all the test results that we got,
around the jammer signal. If you snuck the this was the one that worried me the

degrees on either side, you couldn't concerned about before hand and even the

acquire it anymore. Once we got away simple-minded array turned out to be
from a flat ground plane and put this thing surprisingly robust to blinking jammers,
on an upside down A-10 on a tower, that frequency switching jammers, all of the
grew to about 10 degrees for a number of standard kind of responsive threats that
reasons, primarily multipath and you can think of. We paid NRL a whole
polarization effects I think, because the bunch of money to play to red team to us,

,°,l

., :-.. . . . . . . . .. . . . . ...
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and they put together a fairly sophisticated into the error-probability. So I'll give you 3
jamming system where they tried blinking, to 1 that it has a value.
switching, coordinating and all those WELCH to STEIN: This is a sort of a
standard things. We had beaten the comment. I forgot who was talking about
contractors pretty severely with that threat or suggesting that the solution to the
throughput the development program so.,,=tactical problem was to go up to

.. they all had carefully designed fast attack, til roble s too up to
' slow decay A G C circuit. That turned out to do a ves. poin ti on i a t ica

beat eas wih al o th thngswe you do about pointing in a tacticalbe, at least with all of the things we situation?
tested, very little of a problem. The one
that concerned me on the airplane was STEIN: The concept was one that
that one. started with a development at Lincoln Lab

which the people at MITRE had taken noteWELCH to LEVITT: In the game, you of. It was a cylindrical. rapidly steerable
did have a saddle point. In the classical of. T wasa cyldical, radly se
gamearray. The idea would be to take this oneg e ehy array and time share it over many wings
usually imbed the game in a larger game, emanating from a node very rapidly. If you
like putting a probability distribution on look at any one node. it would be rapidly
the parameter space. In looking at this rotating both in a continuous search modehparticular game, putting the p in a

to acquire new people, and also to convey
probability space wouldn't buy you in a packet sense, informaion very rapidly

"" / anything, but having the diversity M when you needed to get it. The attraction~ random would. Did you look into that and
to that kind of thing is noted on my chart.

see what the value of the gain was? It begins to introduce a lot of additional

LEVITT: It seems like randomizing elements into the problem of how to
the diversity M certainly is providing an minimize the effect of the jammer. Namely
additional degree of freedom. It will it gives you lots of possibilities for

. probably buy you something. I am not sure alternate routing. I personally think it has
exactly what it will buy. There are systems to be a deterministic kind of thing only
being built that have variable A-J because in any application like that, the

- capabilities. The whole issue of strategies data rates would be so high that only a
about reacting to changes in an deterministic control system could handle

* environment to control these parameters it. Nevertheless, it would have adaptation
is being studied. features.

McELIECE: It is still not obvious that PURSLEY: It seems to me that in this
' there's going to be a saddle point because game theory formulation, one of the

of the convexity properties of whatever factors is the cost to the jammer of the
,: this payoff function is. But having random fractional band that he must occupy. Not

diversities certainly looks like something only in terms of the equipment that he has
interesting. I think there is likely to be a to build, but also, as has been pointed out,

, . saddle-point. They key is whether it acts it precludes his use of that same channel
".- in the randomization coefficients. as well. The other point is that perhaps

Psour analysis should not be over-reliant on
-Pro shaeae Te kethtitg the Gaussian distribution, because, in fact,

probably does have a value. The key thing the jammer may not be very Gaussian-
is the dependence on the randomization looking. We took as a goal for a given bit
coe t re terror rate making the percentage band the

': communication theory stuff that enters
jammer has to jam in order to have any

*,/ .,'.*, -. .... ..................... . . .
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possibility of reducing the bit error rate HUTH: In Pravin's satellite area, I can
below that, regardless of what type of see how you might overcome that with
jammer you use. For example, for 85% of the type of techniques that he talked
the band, a 32-12 Reed-Solomon code about, if you make them all work. Tactical

I. . with 6-order diversity accomplishes that. is really just a tough area.

The jammer has to hit more than 85% of,"." BEDROSIAN: I'm interested. not so
the band in order to have any possibility
of getting you below a bit error rate of p t v , from the tc tica on~~~10 - 3. This is with 32-ary orthogonal watoasthspaesngnrlhw
103"hs-s wt 3-r rtooa point of view, but from the tactical one. I

modulation. The nice thing about that is want to ask the speakers in general how

you can apply that result to multi-user does all this took on the other side What.,. . yu cn aply hatreslt t muti-ser are their problems, and what are they

communication, where you have the self- doing about them? Or what ought we to
interference, hostile jamming, or whatever. do about them Or what ould we be
'-"J do about them, or what should we be

COMMENT-HUTH: I'd like to doing about them? Are we worrying about
comment, and it goes along with what something that is unique to us) I won t
Pravin was saying earlier We've all done a mention who the other guys are.
lot of research in the area of anti-jam but.,- HUTH: I know it's Kolmogorov, he
the problem is that if you look at these
cost numbers, and you look at how big told us this morning. (Laughter...)

that jammer gets, he swamps you out McELIECE: I will just sneak in an
anyway. So it comes down to (and this is academic-type remark. I've been asking
why I think the talks this afternoon and that question in my own life for a while.
this morning are related) when you use By introducing the game theory, I've been
Pravin's numbers, you are not going to get trying to introduce a symmetry to the
anti-jam just from spread spectrum problem where the answer to one of the
modulation itself, and you must try to put questions must also answer the other So
nulling and spread spectrum together. I that this game-theoretic result (in the
still think it's a really tough problem, and I academic world as it may be) I mentioned
think that is a communications problem at a while ago answers the symmetrical
the moment. We've talked about problem for the jammer. "What's the worst
synchronization, we've talked about a thing that could happen to him?" And for

%, -P number of things, I think it is a tough the communicator vice versa In open
problem. type conferences it's always struck me as

COMMENT-GOBIEN: I think there is at least asymmetric and possibly evena ~~cOMrmlNct-oin: l o think terey is
strange that all of the remarks are about

a clear implication in all of this. Really, it at-arte hnat-nijm
is one of the results of Ed Speer's study,
also, the only way that you are really HUTH: There's one other comment
going to solve this problem is to go out that goes along with what Seymour and
and kill a whole bunch of jammers first, Jerry said. The problem is that you are out
and then kill the jam-resistant system. You there, and you are trying to communicate.

S.- have to assume that you cannot kill them The jammer is trying to stop you from
all, and maybe you can afford the ECCM to communicating. The unfortunate part is
resist what's left, but there is no way that in this game he's also trying to
you're going to attack this problem with communicate. He's playing his game It is
any kind of a realistic way, if you don't do not clear when you have to play both of
something to get rid of a whole bunch of the games, that we are not trying to jam

'- jammers, as you first said. as well, even if it is friendly, or maybe if it
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is even intentional. There's decoys and so The enemy develops its communication
on. It gets to be a much more complicated systems, and the good guys develop their
game than we've played here today In communication systems. In some cases (in
other words, both people are trying to do recent wars we can talk about), the
something. communications came from the same

,"source. And in fact, we're in the
," "-K QUESTION: A specific question. What

,. environment where they were jamming,
.'.- frequency band do these hypothetical

people use? Is it not UHF also? trying to communicate in the same band,
and had been trained in the same way of

ANSWER: No, it's VHF So they might carrying on a battle like Argentina-Britain.
be safe there. That's where I think with the game theory,

EA dif you really want to play that, maybe theCOMMENT- RI STE NBATT:rId just like

to make a comment on that. I'd like to ask approach has a larger dimension than you
what the panelists think about this. Might chose.

it not be true that we have a higher COMMENT-BEDROSIAN: I'd like to
•- reliance on communication systems? And comment on that too. A number of the

we've built that into our systems, more studies that I've been involved in of Soviet
than this Kolmogorov? Air defense in particular, suggest to me

HUT: W , ythat they have a far more aggravated air
m r W y e ldefense problem than we do. They are

-Kolmogorov, I think that your example was-"preparing -.hemselves against a large
the Israeli war I dont necessarily think
h h r s n m wbomber penetrating force, cruise missiles.,.. that there aren't some environments where

it is. It depends on who's supplying the the sorts of things we're not really
Ieie thinking of in numbers anywhere near

theirs. I suspect that they have an air
COMMENT-GOBIEN: That's a hard control problem that's more severe and

question to answer. If you look at the requires better communications than we
doctrine. I think that's true. The Soviet do. It might be quite different for other
doctrine is one of training pilots for kinds of wars, if you are going to talk
instance (getting back to the tactical air about a central war, than for something
problem) almost to be robots who execute like the Israeli war, or Vietnam, or similar
instructions without exercising a great deal things, then that might not be the case.
of judgment, without even being taught to But I think they have important and
exercise a great deal of judgment. So in serious problems. I just don't know what
that sense I suppose there is less of a we're doing about that. This probably isn't

- reliance on free-wheeling communications the place to talk about it but I do think
with their colleagues who are also that viewing this thing symmetrically and
involved in this battle. On the other hand, letting that not escape our thinking is

""ml" " they are critically dependent therefore important because it influences how youupon some datalinks by which they get structure your thoughts, and how you

their instructions which they have to pursue different technical issues, much like
execute. So it's not really clear, that they you were saying.
are that much less reliant.

LEVITT: Another thing, it also allows
HUTH: I might make a comment that you to come up with the best ECM

LJ puts it in a different perspective. It's the strategies. When you keep changing hats
assumption that there's the enemy over back and forth, when you're developing
here, there are the good guys over here ECCM strategies and you play the game

..e ...............

. .. .. . ... . . . . . .
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theoretic aspects, it gives you benefits on PRICE: In radar there's an ECCM
both sides. The other thing that comes to technique, I think it's called burn-through,
mind, if you don't design for the worst which is just vast amounts of integration
case, if you don't allow the enemy, the time until you see what you want to see.
adversary, whoever it is, to have at least Somebody was talking about two-way
as much smarts as you have, then you are networking and the use of adaptive
really deluding yourself. When push comes transmitters possibly. It's futuristic, but
to shove and you actually have to use this could be very valuable. I wonder if there is
in a real situation, you can be dramatically anything that we have in the way of a
let down, if your C-cubed support just communication burn-through capability
disappears. So I think you really have to now where the receiver, knowing that he's
design from both an ECM and ECCM point being jammed, just asks the transmitter to
of view and use that full-strategy repeat over and over again until he gets
approach. the message, or he can get some

HUTH: It's especially true when the information.

people that are using the communications HUTH: There are strategies of that
were trained in using your type, I don't know who wants to address
communications. This is the real thing it.
where the stuff is deployed, and then it
turns out who's on whose side again. It's a

about adaptive data rate svstems in
serious problem if you haven't done both general. Every time you see someone
sides of the fence.

studying them, he has to assume, in order
GOBIEN: But there is a counter- to make them work or in order to even

argument, one which perennially bothers analyze them, that the return link is free
me. It has to do with the fact that we end from problems. The fact is that the return
up never fielding anything because we are link is never free of problems. If I
always waiting for the better, and every remember in the past when people looked
time you get a third of the way there, at adaptive data rates, for example, to
there is a better solution on the horizon, work through fading, and I think jamming
So you drop what you're doing and pursue is a very similar situation, the return is not
that. There was a beautiful example that I that great, and the complexity tremendous.
ran across recently that made me livid, but There is also another problem. I don't
I really don't think this is the right know what the current military doctrine is
environment for it. There are lots of now. but not too long ago, it was that if a
evidences and indications around that if communicator is being jammed he is not
we fielded some real simple-minded ECCM supposed to show by his reactions that
systems, 10 years ago, the kind of stuff he's being successfully lammed. He's

.' that nobody in this room would maintain supposed to keep doing what he's always
is in any sense robust. (But at least it's been doing just to keep the enemy from
something) that we'd be miles and miles knowing that he's been successful. That
ahead of where we are. creates a lot of problems. The whole

HUTH: I think that's an ongoing problem of how you convert from, call it a

complaint that's happened. It's a real peace time solution to a war time solution.

research problem. That's part of the has plagued any kind of spread spectrum

problem being the theorist versus trying to system because none of the military

put the box out there. commanders really want these things
around in peace time. They only cause

0%
0a°
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trouble. example, in packet radio we've had power
HUTH: They may not even want control, the capability to do power control

them around then. What Jerry is saying is since day 1. We still, here we are 10

'.- that people get very scared, and they don't years later, we don't know how to usethat.
want to communicate anyway if they think

-.. that they're going to put themselves in WOZENCRAFT: Just to comment
- jeopardy at all. So they give it up. That's along those same lines, if you have any

the first thing they think of. Trying to keep kind of a symmetrical link, about the same
them communicating when you need to kind of data rate availability in both
talk to them, is the problem. directions, both directions being jammable.

STEIN: You really have to believe but also both directions having a capability
tha T I w u a re agoingl to have t e se for error correction-detection coding, then.- ,: that if we are going to have these

systems, they are going to have to be you can come up with two-way strategies.
which at least in theory are pretty much

operating before the crisis actually occurs. fail proof.
Trying to coordinate afterwards is looking
for real trouble. STEIN: I did not mean to comment

"'- PRICE: At least on the return link it that you cannot come up with strategies.
is low data rate, because it is just binary, It is just that when people have worked

I've either heard of it or I haven't. The out the details, my impression has beenthat geerll eithe gaird the itfrfIhavnitvTh
* . other thing is that maybe LPI techniques, that generally the gain, the effective

or hiding a signal under your own overt information throughput gain, was not that

signal, saying that I am beinq jammed, high when you finished allowing for all of
wouldn't geit a if the problems that might occur. It's thatwold'tgive itaway, ifyou are being
jammed. kind of difficulty.

- HUTH: The only thing is that the WOZENCRAFT: I'm not sure I've
f d y e a wencountered all the problems that could,-"forw ard link you selected, as you w atch o c r u t s e s et e y i al o
the numbers go by, is very low data rate ocr u tsesete yial othenmbein go bhe isrery link da ote can think of things like 40% throughput into begin with. The return link is of the reasonable situations. Which isn't too bad
same order.

in a coding world.
PRICE: I thought the forward link

might be voice which is high data rate to HUTH: Thank all the speakers. you
• "'did a good job.me.

HUTH: But not always.

LEINER: There is technology coming
down the line that will support adaptive

- data rates, adaptive coding, a lot of these
things, but as you'll see, we'll be
addressing it somewhat tomorrow in the

• .. i spread spectrum network session. The
problem is how do you control it. It's not
so much how to establish the

i communication between the individual
nodes, but it is what protocols, what
algorithms, do you build on top of that so

- you can do something intelligently. For

0,J
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SESSION 3 - APPLICATIONS OF CODING TO

SPREAD SPECTRUM COMMUNICATIONS

LLOYD WELCH: The title of this author of a book, Algebraic Coding Theory
session is Applications of Coding to which is certainly relevant to today's talk.
Spread Spectrum Communications. Our and he's a co-author of Winning Ways
speakers are going to be Elwyn Bertekamp. which is also relevant to spread spectrum
Joseph Odenwalder and Jim Omura To me communications in the jamming
the title Application of Coding to Spread environment.
Spectrum is a little bit broader than what
my speakers are going to be talking about.
I feel that there are really two aspects. I think what I will talk about has
There's the error correcting coding, and obvious applications to pulse jamming
there's also coding to spread the although that isn't the way I got in to the

•. ,spectrum. All of my speakers have chosen problem, so maybe I should tell you the
to speak on the first subject. the error- motivation which got us started. There is a
correcting coding. I don't know, perhaps traditional sort of folk-theorem wisdom
they feel there are no problems in the which is that if the channel is bursty, then
other area, or its trivial. Maybe you feel you should whiten it, and the way to
that way too! I noticed yesterday, there whiten it is to figure out what the longest
were several speakers who in running burst lengths that you're likely to see is.
through the options mentioned direct and then interleave by either direct
sequence and frequency hopping and that interleaving, or block interleaving or
was it. There were no alternatives. Well I pseudo-random interleaving, RAM
pose that question. Are there other interleaving, or whatever, to some depth
methods of using the sequences to spread far bigger than the maximum burst length
a spectrum? Also, maybe you feel that on the channel. Then the equivalent
there's no further problems involved in the channel is white like the case you've
sequence design for frequency hopping or analyzed and you charge on merrily away
direct sequence. Maybe that's true in the I've found a number of applications
jamming situation, but I feel that there are where this is sort of procedure is not
other situations, for instance in spread
spectrum for multiple-access in which possible because originally the cases of
there are still problems in designing sets most interest to us came about where
theenes estipol in deigninguses there was an external system constraint. of sequences, especially in the frequency on delay. For example. theres going to be

hopping situation. So I feel that there are
a voice communication link and any delay

some problems in this area, but nobody is more than a couple of tenths of a secondgoing to talk about them today.
(Laughter...)is intolerable. On the other hand. the
( u . channel's burst distribution was such that.

Let me return to error-correcting sometimes you get bursts lasting longer
coding and introduce our first speaker, than a couple of tenths of a second
Elwyn Berlekamp, who received his Ph.D. at Apparently, your communication link will
MIT in 64, and then spent 5 years at Bell fail when this happens, but you also will
Labs. He's been a professor at Berkeley for be getting lots of other bursts of shorter
the last 12 years in mathematics, EE and lengths, e.g., sometimes a tenth of a
CS, and of course he's now president of a second, sometimes bursts of length 15
thriving company, Cyclotomics. He is also milliseconds, and a wide distribution of

a°.
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burst varieties. So the issue arises: The The question is the following. If the
given delay spec does not allow system, whatever system it is. gets hit
interleaving to a depth necessary to carry with a burst of length n characters, where
out the whitening process. Originally in n is 100, 200, (300 characters, 300
these cases, the delay spec turned out to characters is 1500 bits. so needless to say,
be much more of a driving force than the that's going to bring us down) then, what
memory requirement for interleaving, and is the expected number of additional
anyway, we all know that memory is decoded bit errors that get through the
getting cheaper and cheaper, and that's system?
usually not where the issue is any more."., "- Originally we did this in the case

Suppose you have a deiay when the background error rate was
requirement and yet you are going to have adjusted so that in the absence of the

bursts fairly long with respect to that. How burst, the output bit error rate was 10-6. It
do various tynes of interleavers perform turned out that there's not much

" when you hit them with bursts longer than difference if you assume that there are no
they are really able to cope with? So Po errors in the background at all A random
Tong and I analyzed every system we error rate of 10-6 is low enough that the
could think of and ended up inventing a channel might as well be error free. That's
new one that we believe is significantly a much easier case to analyze so maybe
better. Let me show you the bottom line. we should think about the background as
See Figure 7.8 (This is the end of the talk error free. Now along comes this burst of
rather than the beginning, but if I show it n characters long, and as a function of n,
first, I'll get everybody's attention, I think, within the burst the bit errors are totally

and the rest of the talk will consist of random (that's the Gilbert type of noise
backing off slightly from all these claims, model). You compute an expectation
Laughter...) taken over all phases in which the burst

i 8tnmight begin relative to your interleaver,•" -"F ig u re 7 .8 is a p lo t p e rfo rm a n c e fo r aa n y o a v r g o e r t e d ai d n is

variety of combinations of coding and an ov the dted oise
interleaving schemes. We're dealing in thisin the burst and then you get

inteleaing chees.We'r delingin his these various curves of Fi-gure 7.8.
case with 5 bit characters transmitted
sequentially so that every 5 bits: i. i 1. i+2. System 1 is the new one. that is. the
i+3, i 4. all go together as they wander one we are pushing today. Of course. I'll

across the channel and through the talk more about it later It's apparently
- interleaver. The primary code that was much better than anything else Even with

intended originally is the (32,24) Reed- a 200 character burst, we expect to see

Solomon code. It's actually extended only 100 bit errors out. These other
slightly but it's essentially a Reed- schemes have 400 or 500 output bit errors
Solomon code, similar to the JTIDS RS in the same situation, or near to 4 times
code except that the rate is higher. The as many errors as you're getting out of (1)
rate is now 3/4ths and you use this code at that burst length.
with pseudo-random interleaving and a,. ,"The curves (5) and (6) in Figure 7.8,
delay constraint which is the same for all labeled CIRC, are an actual system that's
code words. I must confess, I have

now in the field, implemented in the
.." forgotten the precise value of the delay compact disc business. I don't know if

constraint; it is approximately two you're following Consumer Electronics. but
thousand bits. About 5000 bits of delay Sony and Philips have introduced a
constraint would normalize out the speeds.

product called the compact disc. It's
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digital, it's written with lasers on an interleaving since that's really (in my view,
optical media which is read in your player. in this application) the way to go. I'll also
You can buy a player for $800 in Japan, mention some caveats. Since I think helical

and you can buy the entire library )f interleaving is significantly better than

compact discs for about SlO each. The last pseudo-random interleaving, I think it

time I checked, there were only about a raises a real issue in the jamming

dozen such discs available, so you can buy environment: Do you want to assume the

• all the titles. That's really what's holding enemy is pulse jamming or not, and if he
up this venture: The stamping process is is, then you want to go off in the same

. so bad that they didn't have adequate kind of direction that Dr. Levitt was
yield on the number of titles they want discussing yesterday (session 2)? If you

(and they were eager to make a lot of know what the enemy is doing and you
money last Christmas). But inside this can count on him doing that, then you can

device is a 1 IC gadget. actually its 2 ICs, do much better than if he is min-maxing

one of the ICs is a 16K RAM which is a you somehow. In terms of min-maxing on
conventional off-the-shelf device. The interleaving, I'm not aware of any serious

other one is a custom chip that Sony and studies on this. It's sort of trivial on all
Philips have which they call CIRC (The Cl the applications I've seen for the jammer

- stands for Cross Interleave. R stands for to build his own interleaver which matches
Reed-Solomon, C stands for code). They yours and put his jamming on the upside
are very proud of their CIRC, which in fact, of that. So he wipes you out no matter
has these parameters, but gets there in what you are doing, assuming he knows
what I regard as an unfortunately what you're doing. And everybody says
complicated and confusing way which well I'm doing this pseudo-randomly On
chews up much of the area on their chip, the other hand the pseudo-random stuff is
and cuts the speed of their custom chip wired in and not classified and I dont see
down to 2 megabits. This is fast enough it as all that hard for him to copy that'
for their applications but with these The only way you are going to defend
parameters you could go much faster by effectively against the smart jdmmer is by
doing the whole thing differently. They putting crypto-variables into the
are also proud of their interleaving which interleaving in a rather intricate way This
is, as I showed here. the worst of all in isn't done as often as it might be Now
this comparison. The code is capable of for the pulse jammer, you can pick uo
operating on curve (5) which isnt quite so quite a bit of performance with helical
bad, and they have published some papers interleaving. My original motivation was
mostly by Vries at Philips who has not against pulse jamming, but against
discussed this. The system uses two RS natural noise sources which in many cases
codes and concatenates them, the first are just bursty by their nature and so that
one being (32,28) and the second (28,24). whole philosophical issue doesnt arise
By concatenating them in parallel, they We just concentrate on correcting the
end up with the performance shown. It is bursts.
disappointing but it's on one chip which is Most of the interleavers I'm talking
inside a product now in production, so itk-. about can be implemented as shown in
attracts a lot of attention. It's been pushed"-" Figure 3.1, with 1 RAM. This differs quite a
heavily by Sony and Philips in a lot of b f
o-hera bit from Ramsey's paper which is the most

recent serious study on interleaving of
of it as you can see. which I'm aware. That came out in 1970

Anyway, let me tell you about helical and there he studied interleaving where

-• • ° = . .- 2. K-. . ~ . *.... .". . 2 *. .. . 'I. *. * . ; .. .
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the game was to minimize the memory- He interleave, with much smaller parameters
ended up with the assumption that all your and then a big helical interleaver which

, memory should be delay lines. From a works on characters which are much
brute force technology point of view, bigger. The characters going into the
that's probably right. There's less silicon helical interleaver are larger blocks that

' . area in the delay line than in the RAM. came out of the block interleaver. This
-,., *,. However, the market for RAMs is so huge gets around the problem of having an
* and so many people are building them, interleaving depth constraint less than one

that the price of RAM is much less than block length. The price however, is that
* the price of delay lines. In fact the the block interleaver does not have

cheapest way to implement most delay anywhere near the performance of a
lines is with RAMs. So we investigated 1 helical interleaver. Roughly, the block

. RAM interleavers. There's the RAM, data interleaver gives you a depth either a half
comes in, data goes out and all the guts or a quarter of what the helical interleaver

: are in the address sequence, which jumps would for the same delay. There's a deep
around according to some pattern or and a shallow version of these staggered
other. The most effective ones which interleavers. depending on the relation
squeeze the memory down the most, all between block length and interleaving
have the property that on a single cycle, depth. If you have a code length of 255.
you do both a read-out and a write-in. So and you want an interleaving depth of say
when an address comes up, the old data 16, then that s 'Nhat I call deep see Figure

gets taken out of there and the new data 4.1. If you want a code length of 255. and
gets put in, and then the address jumps interleaving depth of 10.000. then that's
somewhere else. That means the RAM is what I call shallow see Figure 4.2. The
always full. Now this puts constraints on difference is just to which side of the

' what types of interleavers are doable, helical interleaver you connect the block
-" **although most of the ones I have talked interleaver. In both cases you can arrange

about are in fact doable in this format if this so that the helical interleaver has the
you are clever enough about how you pick bigger delay and the bigger memory.
the address sequencing. The factor of 2 or 4, (I'll discuss the

- In general terms, co-ordinatizing is difference later), that you lose because a
defining how the RAM interleaver system block interleaver (like pseudo-random, or
works. There is a geometric address even all these other non-helical schemes)
pattern that you can follow or define and is inherently weaker, depends on your
you can also define it with algebraic assumptions about fade detectors. Let me
equations, but the exposition of such detail tell you why it is that helical interleaver

% lies beyond the scope of this overview, performance is so good: There are two
reasons. One is that we're using a scheme

The interleaving depth in all of our
"pure" helical interleavers is one less than called burst forecasting which works only,"pur"heb lcal l nth, s te conelesgtha 2 as far as I know, with helical interleaving.
the block length, so the codelength 32 And that picks up the last factor of 2. If

"- would have interleaving depths 31. That
can be adjusted by cascading interleavers, you don't use burst forecasting, you might

6.. in this version. If you want to have a long use an ideal fade detector, or an ideal jam
detector, or whatever it is. This would be a

code, say code length 255 interleaved tol depth 16 or something as opposed to gadget stuck on the modem, that
depth 16 th ing as opposedito converted all your error bursts into

Sdepth 254. that's doable by cascading eauebrt n odaltecds
,:.- erasure bursts and told all the codes,

interleavers. You use a conventional block "Gee, we re in the erasure mode now". If

"ee were.....- i-the.e.' su m n. w.
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you put the ideal fade detector in all the rate then you're on the s=5 curve but
coding systems under comparison, then when the erasure burst gets long enough
the helical interleaver is still the best, but to start hitting curves with s=7 instead of
the difference is less massive. s=6, then you jump up to the different

The performance of several curve indicating poorer performance.

interleavers with an ideal fade detector is Now pseudo-random interleaving is
shown in Figure 6.6. With no interleaver, not so bad really, as shown in Figure 6.6.
you get some phenomena at very low It turns out that pseudo-random
burst lengths because of the code itself. interleaving is better than block. But.
All of this is for a Reed-Solomon (32,24) helical is better yet in the large range of
code, but similar qualitative shapes occur most interest. The problem is that once
with other codes. (We've done 4 or 5 you get up to the point where you're just
examples. They all seem to look the same). barely overtaxing the system, then in fact
You get some peculiarities at short helical is worse than pseudo-random
lengths because, until you are up to the because every helical block is getting
burst length that's sufficient to override zapped just enough to knock it out. The
the code redundancy, you basically have pseudo-random one on the other hand
no errors. We're showing a little error doesn't see that much difference in small
there due to the background (we are variations about this critical burst length
assuming the background rate is sufficient because in either case it is getting some
to cause a 10-6 output rate without any and missing some. Both of these curves
erasure burst). Along comes the erasure assume an ideal fade detector.
burst, that starts degrading things not If you take the ideal fade detector
because the erasure burst is enough to away then you get a different curve see

- , cause troubles, but because the erasure awyteyogtadifrncuvsecaus truble, bt beaus theeraure Figure 7.6 and basically everything shifts
burst is such that the background error er; i6 and bas everythn fts
rate starts getting through. Then when theno fade

detector. Basically the number of
burst length exceeds the code's capability,the nubro."terrumsu n characters in a burst which can cause you
the number of bit errors jumps up and trouble, got divided in half. But the beauty
cotinesin) aof helical interleaving is that you can get
interleaving). performance almost the same as if you

If you use a block interleaver of have a fade detector even though you
depth 16, you get the kind of funny piece- don't have a fade detector. And the reason
wise linear phenomena shown in Figure is that unlike block interleaving, pseudo-

. 6.6. These lines and break points have to random interleaving, and any other
do with when you reach the point that sche nes, you can forecast the bursts,
you're starting to get enough errors in one [This technique was not used in Figure
code to push it over its error-correcting 7.6.] and this is a fairly easy thing to do in
limits. Figure 5.3 is the curve used in the software. There are a number of ways you
construction of these interleaver can tweak your algorithms to do it quickly.
performance comparisons. This is the But the crux of the matter is this, it's in an
performance of the (32,24) Reed-Solomon intrinsic advantage of convolutional codes
code with a fade detector, s erasures and in general that they can start by assuming
an input bit-error rate in the background. that if you assume the past is error-free,
It's easy to see which piece-wise then you've already got a big head start
continuous curves occur. If you have 5 on decoding the next bit because you've
erasures plus some background bit error already decoded the past.

.

-. . . ... ......... .. .. . .... ..... . . .. ., . .
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The same sort of thing is true in cynical. there is a pessimistic symbol-error
helical interleaving. If I assume that I've probability level for the bursts, where all
already decoded the past and noted that a the bursts have about 5% error rate within
burst was present in certain positions of them, which causes the most trouble. That
one decoded interleaved word, then jolly keeps us in an uncertain situation, in
well, it's very likely to be continuing on, so which we're always guessing whether or

' it's probably going to continue on into an not the channel is going to change state.
adjacent interleaved word which is yet to But if somebody comes in and tells us the

I be decoded. So we can forecast the burst symbol error probability in a burst, then
and erase those corresponding positions in we can tweak our algorithm and get ahead
the next word. And so this is what I call of them again. Anyway, that's the crux of
burst forecasting. burst forecasting with helical interleaving.

There are some subtleties. It's the
familiar weather-prediction scheme. The
best weather prediction scheme until the
last few years has been: you predict
tomorrow's weather to be the same as
today's, and it works in almost all climates,
in almost all seasons. It's a great system.
(Laughter.) And that's really all we are
doing. If you're in a burst mode, you
project you're going to stay there. If you're
not in a burst, you project, "There ain't

5 going to be one." That means when the
burst comes along it hits you by surprise,
but only in the beginning, and when the

'.-", burst finally goes away, you've hurt
yourself by forecasting it's going to be
there when it's not. But if the bursts are
long, these edge effects don't count for
much and details of how you handle these

effects don't matter too much either.

There are a variety of forecasting
~schemes. The one we are doing now

enters the burst mode only when we get
two character errors in a row. If we have
an error twice in a -ow, then we say it's
going to continue in that mode. If a single

. ,error-free symbol comes through in the
burst mode, we think maybe that is an
accident, we don't believe that yet. That is,
if you handle burst ... burst, burst, burst,
error-free, you say, "Oh well, it's probably
going to be a burst". But if it's error-free

- twice in a row, then you're going to say
that burst is going to go away. And then it
comes back. And yes, if you want to be

." 7
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S.., WELCH: the future will be where we'll have more
r nt sand more frequency hopping systems as

Ouene sPeak Joe Odear, opposed to PN, again primarily because of
received his Ph.D. at UCLA. His research the fading and nuclear simulation problem
interests include convolutional coding and of tracking in that type of an environment.
concatenated Reed-Solomon and Viterbi Poal h otcmo yeo,, Probably the most common type of
decoding. He worked at Hughes Aircraft modulation will be MFSK for the lower
until 1972, and since 1972 he has also data rates and for the higher data rates

l been with a thriving company, Linkabit, DPSK, again with frequency hopping. It
where he is an Engineering Director. would be nice to have some kind of

JOE ODENWALDER coding system that's good for both of
these types of modulation. Also. as I've

I'd like to talk about some of the already noted, it should be good for all
needs and long term trends in types of environments. You shouldn't
convolutional coding. and then quickly get come up with some clever scheme that is
into a few selected areas where I feel that good against tone jamming, for example,
more work is required First I want to look and have it be such that the jammer can
at some of the system needs so we can take advantage of some particular
concentrate on the things that are really characteristic that you've used to really
needed see Figures I and 2 shut down your system. Some of the

Typically the first thing that comes other things you have to worry about are

to mind of course is performance The AGC or any kind of other information that

- main thing that I wanted to point out here, you are using to do something clever to

that has already been noted in several of mitigate against some of the jamming

the other talks, is that it's not just additive environments.

white Gaussian noise that must be Another thing you have to worry
considered. You have to make sure the about is how to handle data from various
system works in all the expected channel sources I'm thinking now of a downlink
environments which. may also include where you're receiving data from many
jamming, atmospheric simulation and, separately encoded sources and you don't
more recently, nuclear simulation. In some want to have a separate decoder for each
cases you might also have to contend separately encoded source You'd like to

.. with multipath and if you're talking about a have one decoder that you share and with
satellite system, the uplink and downlink convolutional encoding you have the path
environments must be considered if histories and metrics that you have to
they're both limiting performance Right worry about. You need a good way of
after performance the project engineer or handling this. Even though this is an AJ
the system engineer is going to be system, people always want higher data
concerned with size, weight and power, rates. We've already mentioned
and of course, cost. I'll just go over some synchronization, and in some cases node
of these things quickly and then discuss sync to worry about for convolutional

-'. what we can do to improve things encoding system, or even phase ambiguity

Continuing on with the needs, we resolution in some cases. I've also

need something that's very flexible It has included interleaving in the coding part of
to be good for various modulations in .. nsTemi nelaigrsrcinithings The main interleaving restriction is

some cases and I've noted that probably usually not due to the size of the memory
the most common types of modulation in but to the throughput delay and

synchronization time.

LA
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Where do I think things are going to I'd like to look at is an example of a
try and achieve some of these system decoder on a chip see Figure 5. First of all,
needs see Figures 3 and 4? Well, for one I don't want to mislead you when I say a
thing there's a trend towards larger decoder on a chip. The guts of the
constraint length convolutional codes. Up decoder are on the chip but if you really
to now with Viterbi decoding constraint want a stand alone decoder quite often it
length 7 has been almost a standard. but takes more than just that chip. The one I
with better technology, it's quite feasible am most familiar with is the one Linkabit
to go up to larger constraint lengths. We has implemented. It's a sequential decoder
are now building a constraint length 9, chip using a modified Fano algorithm, and
Viterbi decoder for example, and even up I just happen to have one here. This
to constraint length 13 would be particular chip is one that didn't work, and
reasonable at lower data rates. In some of we've taken off the top of it. You can see
these AJ applications where you're really the little chip in the middle; most of what I
talking about fairly low data rates anyway, am holding here is the carrier and the
you could do decoding with higher pins. The chip itself is just that little dark
constraint lengths thing in the center So this is the whole

A r dw uencoder-decoder chip which does not
inldAnother trend is a wider use of

sequential decoding systems. In the future include the memory that you would have

I expect more and more decoders to be

built on chips or just a few chips With synchronization, but it does not provide

this different implementation approach some of the clocks and things of that

sequential decoding should also be nature. That's why I say. if you really want
considered. It's conceivable that when the a complete stand-alone decoder you really
decoding is to be implemented on ah need some extra chips and that's why I
sequential decoding may be better than say the complete decoder up here would
seunia decoding meay e bt a take approximately 10 ICs. Although again,

"*- Viterbi decoding. We have built a
".a dif you're including this as part of some
sequential decoder on a chip and other other system, some of these things might~~~~people are building Viterbi decoders on a beaillelrdySot'ntncsaiy

chip sothatis omig ino bing lredy. be available already. So it's not necessarilychip, so that is coming into being already. 10 additional chips.
You have to keep an open mind when

you're selecting decoding algorithms. I This particular chip handles code
have a sequential decoder chip that I'll rates of 1/2, 3/4 or 7/8 (you just specify
show you later and we can talk about that on the pins which decoder you want), and
in more detail. the various constraint lengths here go

from 36 all the way up to 91. You'll recall"-.Another trend is wider use of binaryndohers nd iswidernusbinary channethat with sequential decoding, going to a
d r n n h slarger constraint length doesn't really
particular, I'm thinking of MFSK type increase the implementation complexity
channels, with soft decision convolutional that much. It's not like Viterbi decoding
decoding as opposed to (say) non-binary where decoding complexity approximately
dual K or a triple K convolutional coding, doubles as you increase the constraint
or even a hard decision type decoding length by 1 and of course 36 would be
algorithm. Again, these binary codes completely unreasonable. This particular
provide a greater flexibility, chip uses 2 bits of quantization. The

What I'd like to do now is reason for using that instead of 3 bits is
, concentrate on a few areas and look at that it's easier to implement on a chip and

a- them in a little more depth. The first one you get most of a soft decision gain by
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going to 2. Three buys you some but the constraint length is
additional gain, but again it depends on fixed in the chip for each rate,
what modulation environment you have and you can't do anything
You get most of the soft decision gain about that. When I say Pb'
with 2 bit quantization. that's error probability perinformation bit. Of course the

Another characteristic of sequential erorm cha ateit c s ae

decoding is that performance depends on erent sequeti de

* data rate, unlike Viterbi decoding. This d typical helong

particular chip that we have now that would typically have longer

": we've actually tested (and we have a lot of bursts but Pb is the average

them that we're delivering), goes up to 600 output bit-error rate. The other
.i ,. kilobits per second. We are also working thing I should point out is that

kiloits er econ. W areals woringeven with the rate 7/8, we are
on a faster version which will go up to 1.5 doing roughly the same as
megabits per second. Performance with the constraint length 5
improves, of course, as you go to lower Vite decoin
data rates. Viterbi decoding.

Figure 6 is an example of the Switching gears again, going to a

performance of this chip and two other slightly different topic see Figure 7, in the

Viterbi convolutional decoding systems. future I think there's going to be more and

I've picked the highest data rate at which more MFSK type systems, and we should

'.4 this chip can operate, so it's sort of a try and concentrate on what is the best

worst case for this chip. The interference strategy for that type of a system. It looks

is additive white Gaussian noise and the like, and I'll try and give you some

modulation is BPSK. There is the constraint justification for this, a good approach is to

length 7 rate 1/2 Viterbi decoder, which is use soft-decision binary convolutional

the standard algorithm, and we can codes, although this hasn't necessarily
•. achieve that. The other one, the constraint been what's been done in the past Usually

length 5 rate 1/2 Viterbi with 2 bit soft when you have a non-binary channel, the

quantization is also being implemented on first thing you think of doing is to match a

a chip (not by us) but I've put in what I code to that alphabet size, or you go to a

think the performance is there based on hard decision scheme and use a binary

theoretical considerations. All the other code. By the way, when I say, "using a

ones, by the way are measured binary code on a non-binary channel", I'm

performance numbers. assuming interleaving. Another way of
looking at it, at least conceptually, for an

"QEINoctal MFSK is to have 3 separate encoder-;"- " *QUESTION: What are those two
Waathewdecoders, one for each bit of the symbol.

;",;upper numbers, why do youuenb, hd yOf course in practice you wouldn't have
get better gain with the second that, you'd have interleaving. But for
decoder? analysis purposes and conceptually you

can look at it that way.". -" ANSWER: These aren't coding

*, gains. This is the Eb/NO you There are a couple of problems with
need. The lower numbers binary codes on non-binary channels (in
Indicate the better performance fact Jim Omura will be expanding on some
here. The constraint lengths of this). One is, what sort of quality
very from 36 to 91. You can measure do you use? There are many that
select the code rate you want, could be used. The approach should

*~i .24



provide good performance for all types of * QUESTION: Why use quality
environments, not just additive white measures?
Gaussian noise. The other thing we really
have to look at closer is the comparison * ANSWER: They improve
with the M-ary systems a far as best performance. It's just like
possible expected performance and normal additive white Gaussian

complexity of decoding. noise with BPSK. Going to a
soft decision approach buys

I've listed two metrics that could be soein apoc buy
used in Figure 8. Of course for the sign bit you something. It's not
you just look at the output, pick the necessarily 2 dB anymore, but
largest matched filter output, and that it does help, in fact that's what
gives you the sign bit. But there are
various approaches to come up With a In Figure 9. compare the
quality measure. One approach that Andy periormance of several systems based on

- Viterbi gave in a paper at MILCOM '82, was the minimum Eb/N o you need to operate at
to take the ratio of the largest filter output the computational cutoff rate. Results are
to the next largest and quantize that. That given for octal and binary coding
gives you some indication of quality. In approaches with hard and soft
this approach of course you have the quantization. The first thing you can see
same quality for all of the bits of the M- here is that there is a big improvement, or
ary modulation symbol. Again the thi ng sizeable anyway, in going to soft
you have to check is to make sure this is quantization. No quantization represents an
good in all kinds of environments. That's infinitely fine quantization. The binary soft
where we need a closer look at some of decision scheme, is Andy Viterbi's ratio
these quality measures thre.shold approach and by 2 bits soft

Another approach is to assign a quantization I mean there's one bit of

9. different quality to each of the M bits of a quality and one bit of sign. So that's a

symbol. One method is to divide the set of coarse type of quantization. And yet you

symbols into two groups, depending on can see, that you gain quite a bit just from

whether they have the same bit in a that I quality bit. And you might guess,

specified position or not. Take the that if you go to another bit of quality, you

maximum filter output of each group and would improve performance a little more

compare those two, the difference being a Again there are different types of
quality indicator. environments here. When I say worst-

case, partial band Gaussian jamming, I am

QUESTION: Are all errors letting the jammer concentrate his power
equallyiNely? ein the fraction of the band that is best for
equally-likely? him.

* ANSWER: There are various
jamming strategies that you QUESTION- What was the

have to consider, not just the spectrum of the Gaussian

Gaussian case. You really have Jammer in Figure 9?

to look at the jamming *ANSWER: Do you mean the
strategies to verify this. In
general, however, the incorrect fraction of the band jammed? I
symbol errors are equally don't remember. I think I have
likely, it in my notes, and you can

9.%
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4 see me later. It probably is the question is, "How do you form those
fairly narrow because there's blocks in a convolutional coding system?
quite a loss here relative to One possibility is to put in so-called tail
AWGN. If it was anywhere or flush bits, a sequence of all zeros, and
close to 1 wouldn't expect that would terminate the code and make it

- this much of a difference, into a block code. The problem here is
that there will be some overhead. That tail

1 just want to point out that and"-r ius a n big diffr netw oft- and will cost you a little bit, and you will incur,
there is a big difference between soft- and some overhead loss. I've noted that this is

S hard-decision decoding so you would usually a very good approach, especially if
-" -. definitely want to go to the soft-decision,- you are designing the system from

decoding. In fact, as I noted, this is one scratch; just make your block length long
area where we really need more work. enough so that the overhead loss is not a
Especially since I think it will be one of problem. Unfortunately, if the system is
the more common channels in the future.tonalready there and you are trying to retrofit

Figure 10 summarizes this binary vs. it, you sometimes don't have that
non-binary code comparison. That is, flexibility. Another scheme that was
binary codes are capable of, at least In proposed a few years ago, is so-called

some cases, performance approximately tail-biting. The basic idea here is that
the same as non-binary codes, and have there is a wrap-around effect where you
implementation advantages. don't have to send this added tail.

I'd lUnfortunately you don't get that for free
topicI'd like to switch again to another You don't have the tail loss to contend

i topic see Figure 11, and this has to do with but there is a penalty, and that

with decoding data from several sources wit b s typica pn nd tht

in TDA apliatin. or xamleif ou penalty is typically in speed. At the
vin a TDMA application. For example. if you decoder you have to decode several times

have a downlink decoder that has to faster typically. So again, forming blocks
"-' handle data from many different separately

enoe sucsteear-aioswy doesn't come for free, and also there
encoded sources, there are various ways could be a performance loss if you are not

mof doing this. You can have a separate careful. So you really have to look at

* decoder for each source bit that's a little performance closea

wasteful. You could have many users, so

you certainly wouldn't want to do that Just to give you a little more on
e, Another approach would be to share a what these tail-biting codes are, they are

basic Viterbi decoder with the metric and a type of code where you don't have to
path histories switched in and out. send a tail to terminate the code to turn it

.. ,: Whenever you change channels and into a block code If you have a sequence
decode from a different source, you can of N input bits, normally you just start
take these metrics and path histories, put shifting these into some encoder register
them off in some memory, grab the new that's filled with zeros initially, shift one
ones and decode for a little bit, and then bit in and get V out and keep doing that.
throw them back and bring in the next. We The way to get around sending the tail is
are building a decoder that does that for to initialize the encoder using the last K-1
up to 16 separately encoded sources. bits to be sent, and when you shift them

Ain, you don't start sending output bits until
Another approach is to actually form after these K-1 bits are fully loaded A

a block code somehow. Then you could feature of these codes is that they start
d o c t rout in some state, and end up in the same
on to a block from another source Then state. At the receiving site. you don't know

-° W - 4 * '*
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what that initial state is, but it's the same This tail-biting code is a (24,12) code, and
as the final state. In fact, that's the I just want to point out that we know that

property that you use to do the decoding. the extended Golay code has a distance 8.
This, as a convolutional code, has a freebasic idea behind the decoding of the tail- distance of 12, so you must expect some

biting code. I'm thinking mainly of a Viterbi loss. The interesting thing is that if you

decoder here, but you could extend this to look at the properties of this particular
*code, it is exactly equivalent to the

sequential or feedback or other types of extnd o y e ialet tance

decoding as well. This example is a

constraint length 3 code with 4 encoder properties for all code words match up. As
a class of codes, these tail-biting codes

states, and this is my version of a trellis,
There are 4 initial states on the left and 4 do include some good codes. This one, if

nothing else, also this code equivalence
final states on the right. When you start makes t o tod eisin

out, you don't know what the initial state

is, so you have paths coming from each decoding for the extended GolaV code

possible state. After you've decoded a using a convolutional decoder designed for

while, hopefully, these paths merge. Then the optimum K-9, R-1/2 code These
results are summarized in Figure 15.

at the end, of course, they diverge again
to each of the final states. If you tried to There are other interesting
estimate that sequence just based on that properties of tail-biting codes that we
single path, you would have unreliable don't have time to go into, e.g., there
data at the ends, but in the middle, since seems to be a mapping of bad
everything is merged, it would be reliable convolutional codes into tail-biting bad
This makes you think if you could just codes. Catastrophic convolutional codes
extend this somehow and use only the seem to map into catastrophic or
middle part, that might be a good worthless block codes where two inputs
approach. Fortunately since the first and lead to the same output; a bad situation
last states are the same, you can in effect, for sure. It looks like this may be true in
make this look like a longer received general but I haven't looked at that. The
sequence by just repeating the received last thing I'd like to point out is that even
sequence several times. I've shown two though I initially brought these codes up
passes in Figure 13 but you might want to as a way of handling short bursts, the best
do it even more than two. If you decoded payoff in developing a better
the same sequence twice, the paths would understanding of this very structured class
diverge at both ends but hopefully in the of codes is that it could lead to a better
middle they would be merged for a block understanding of convolutional codes in
length and this merged portion of the general. I think this will be the better
trellis could be used to estimate the data payoff in the long run.
sequence.

Figure 14 is an example of this. Tail-
biting codes are really block codes, and
you can describe one with a generator
matrix. All the words would be linear
combinations of the rows of the generator
matrix. This example is for a constraint
length 9, rate 1/2 code. This is the best
convolutional code with these parameters.
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p.P

IMPROVED PERFORMANCE IN

S AWGN

* JAM'IING ENVIRONMENTS

4 ,* * SCINTILLATION (NUCLEAR AND ATMOSPHERIC)

* MULTIPATH

0 END-TO-END SATELLITE CODING SYSTEMS WHERE THE UPLINK AND
THE DOWNLINK INTERFERENCE CONTRIBUTE SIGNIFICANTLY TO THE
ERROR RATE.

0 SMALLER SIZE. WEI6SHT AND POWER DECODERS.

* LOWER COST.

*r. Yigure

SYSTEM NEEDS (CONT.)

S.IMPROVED FLEXIBILITY
o GOOD PERFORMANCE WITH VARIOUS MODULATIONS (DPSK AND

MFSK WITH VARIOUS NUMBERS OF CHIP REPETITIONS WILL BE MOST
* COMMON IN MILITARY SYSTEMS).

s GOOD PERFORMANCE IN THE PRESENCE OF INTELLIGENT JAMMiERS.
SYSTEM SHOULD NOT BE VULNERABLE TO SPECIAL JAMMING
STRATEGIES THAT USE MEASURED CHANNEL INFORMATION (AGC,
PRESENCE OF A JAMMER, ETC.).

i BETTER APPROACH TO ACCOMMODATE THE DECODING OF DATA FROM SEPARATELY
ENCODED SOURCES.

* CAPABILITY OF ACCOMMODATING HIGHER DATA RATES ESPECIALLY IN
COMMERCIAL SYSTEMS.

* . * FASTER DECODER NODE SYNC AND, IF NECESSARY, PHASE-AMBIGUITY RESOLUTION.

* FASTER SYNCHRONIZATION AND MINIMUM THROUGHPUT DELAY FOR SYSTEMS WITH
I NTERLEAVER/DEI NTERLEAVERS.

% .. ,% *4 ., t*&b!,,o%, ",.... ~. * .,,. . ,., .. .° .... ,...,.'.,...,'..... . . ,. -.
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LONG-TERM TRENDS

* LARGER CONSTRAINT LEGNTH (K) VITERBI DECODED CONVOLUTIONAL
CODES WILL BECOME COMIlON..
v MOST OF THE RATE R-1/2 SYSTEMS TODAY USE K-7.

M K-9, R-1/2 DECODERS ARE NOW BEING BUILT AND K-13 IS REASONABLE
FOR SOME LOW DATA RATE APPLICATIONS.

e A K-9, R-1/2 SYSTEM IS .6 dB SUPERIOR TO A K-7 SYSTEM WITH BPSK/QPSK
MODULATION AND AWGN AT PbsIO-5 .

MUCH WIDER USE OF SEQUENTIAL DECODING SYSTEMS.
SEQUENTIAL DECODING SYSTEMS ARE IN MANY CASES CAPABLE OF

ACHIEVING LARGER CODING GAINS THAN VITERBI DECODERS OF A
SIMILAR IMPLEMENTATION COMPLEXITY.

s SEQUENTIAL DECODING IS EASILY AMENABLE TO IMPLEMENTATION ON A
LSI CHIP.

.

LONQfGTERM TRENDS (CONT.)

WIDER USE OF DECODERS IMPLEMENTED ON A FEW, OR SINGLE,
CIllPS.

pWIDER USE OF BINARY CODES WITH INTERLEAVING ON NONBINARY
CHANNELS.

9 PROVIDES A GREATER GAIN THAN NONBINARY (E.G., DUAL-K,

TRIPLE-K) CODES FOR A GIVEN IMPLEMENTATION
COMPLEXITY.

s PROVIDES GREATER FLEXIBILITY THAN NONBINARY CODES WITH
DIFFERENT MODULATIONS.

Fiaure4
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EXAMPLE OF NEXT GENERATION DECODERS: SEQUENTIAL DECODER CHIP

' '. * LINKABIT HAS DEVELOPED A CONVOLUTIONAL ENCODER/FANO ALGORITHM
SEQUENTIAL DECODER ON A nmos CHIP..

' /o TOTAL DECODER TAKES 10 IC's.

s S MODES ARE: R-1/2, K-36 R-3/4, K-63j R-7/8, K-91.

e 2-BIT SOFT DECISIONS.

o :; * MAXIMUM DATA RATE - 600 K BPS WITH A 1.544 M BPS VERSION UNDER
,%.

* -- "DEVELOPMENT.

- s PERFORMANCE DEGRADES WITH INCREASING DATA RATES.

.-

S.".. PERFORMANCE SUMMARY

. TYPE OF DECODER Eb IN, IN dB
, : FOR Pb -1O'

"-. R - 1/2 LSI SEQUENrIAL 4.5

, R a 3/4 LSI SEQUENTIAL 5.2

P - 7/8 LSI SEQUENTIAL 5.8

K - 5, R - 1/2 VITERBI (2-BIT SOFT) 5.7

K 7, R - 1/2 VITERBI (3-BIT SOFT)* 4.5

J. ________."_____
4.

*BPSK MODULATION, AWGN AND 600 K sps DATA RATE.
Fleur* 6

.
*5%

' ,.4 ",- ."-'" "° .%" ' -" - " % ""• " , . % " * . ' ',,". " ° - ' - " .

'Smi . , ; ,, .' ". 't ; ."," . .- ,. -.. ,_,.. '. ,... ' ..-... ,", .' '. -°..'. . .'.. ".. ",
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EXAMPLE OF NEXT GENERATION DECODERS: SEQUENTIAL DECODER CHIP

o LINKABIT HAS DEVELOPED A CONVOLUTIONAL ENCODER/FANO ALGORITHM

V SEQUENTIAL DECODER ON A nmos CHIP..

9 TOTAL DECODER TAKES 10 IC's.

a MODES ARE: R-1/2, K-36sj R-3/t, K-63; R=7/8, K,-91.

e 2-BIT SOFT DECISIONS.

e MAXIMUM DATA RATE - 600 K Bps WITH A 1.544 H Bps VERSION UNDER
DEVELOPMENT.

* PERFORMANCE DEGRADES WITH INCREASING DATA RATES.
FiaUre 5

PERFORMANCE SUMMARY

TYPE OF DECODER Eb INo IN dB
FOR Pb "1O'0

R - 1/2 LSI SEQUENTIAL 11.5

R a 3/4 LSI SEQUENTIAL 5.2

.R - 7/8 LSI SEQUENTIAL 5.8

K - 5, R - 1/2 VITERBI (2-31T SOFT) 5.7

K - 7, R a 1/2 VITERBI (3-BIT SOFT) 11.5

DBPSV MODULATIOP AWGN AND 600 K BPS DATA RATE.

Ficure 6
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OPTIMIZING THE PERFORMANCE OF SOFT-DECISION BINARY CODING
SYSTEMS ON NONBINARY CHANNELS

- THIS IS THE MOST NOTABLE AREA WHERE MORE WORK IS NEEDED.

* MOST ANALYSIS WORK TO DATE HAS BEEN FOR BINARY CODES ON BINARY.
CHANNELS OR FOR NONBINARY CODES ON NONBINARY CHANNELS.

o IN THE FUTURE THE USE OF BINARY SOFT-DECISION DECODING ON CHANNELS
WITH MFSK MODULATION WILL BE INCREASINGLY COMMON.

* WHAT IS A GOOD QUALITY MEASURE FOR SUCH DECODING IN VARIOUS ENVIRONMENTS?,

* HOW DOES THE PERFORMANCE OF BINARY CODES COPARE WITH THAT OF M-ARY

CODES ON M-ARY CHANNELS?

Figure7

PAO

QUALITY MEASURES FOR BINARY CODES ON 2-ARY MFSK CHANNELS

.*-- THE m SIGN BITS ARE DETERMINED FROM THE I.D. OF THE LARGEST
MATCHED FILTER OUTPUT.

SiSEVERAL APPROACHES FOR DETERMINING QUALITY BITS ARE POSSIBLE.
o APPROACH 1 - ASSIGN THE SAME QUALITY TO ALL m BITS OF A

SYMBOL AND BASE IT ON A QUANTIZATION OF THE RATIO OF THE
LARGEST TO THE NEXT LARGEST FILTER OUTPUTS.

APPROACH 2 - DETERMINE TIlE QUALITY BITS ASSOCIATED WITH
EACH BIT OF A SYMBOL SEPARATELY. DIVIDE THE FILTER OUTPUTS
INTO 2 GROUPS BASED ON THE SIGN OF THE BIT IN QUESTION. THEN
ASSIGN QUALITY BITS BASED ON A QUANTIZATION OF THE DIFFERENCE
OF THE MAXIMUM FILTER OUTPUTS.IN EACH GROUP.

Ii
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PERFORMANCE OF BINARY AND OCTAL CODES WITH OCTAL-MFSK

MODULATION AND R - 1/2 CODING
! -

MINIMUM Eb INo IN dB FOR R4R,

CHANNEL

OCTAL CODE BINARY CODE

[lard Quantization No Quantization Ilard Quantization Ratio-Threshold
2-bit Soft
Quantizat ion

AWGN 6.56 4.87 6.4~7 5.7

WORST-CASE PARTIAL
BAND GAUSSIAN

"r JAMMING 9.66 9.40 6. 4

RAYLEIGH
FADING 13.35 9.12 13.07 9.8

ZFiaure 9

PRELIMINARY BINARY VS. NONBINARY CODING CONCLUSIONS

FOR MFSK SYSTEM

BINARY CODES ARE CAPABLE OF APPROXIMATELY THE SAME, AND IN
../. SOME CASES BETTER,PERFOPANCE THAN NONBINARY CODES.

SINCE BINARY ENCODER/DECODERS ARE EASIER TO IMPLEMENT THAN
NONBINARY ENCODER/DECODERSo BINARY CODES ARE A GOOD CHOICE.

4L

NN.
mr-I&my
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DECODING OF DATA FROM MULTIPLE SOURCES (E.G., TDA)

l SEPARATE DECODERS CAN BE USED FOR THE DATA FROM DIFFERENT ENCODING SOURCES.

0 A SINGLE SHARED DECODER WITH SWITCHING OF METRICS AND PATH MEMORIES CAN

- -' BE USED.

l 'Cs. * DATA CAN BE GROUPED INTO BLOCKS AND A SINGLE SHARED DECODER USEb.

. TAIL (OR FLUSH) BITS CAN BE ADDED TO TERMINATE THE

CONVOLUTIONAL ENCODED SEQUENCES.

- LOSS DUE TO THE NEED FOR OVERHEAD BITS TRANSMITTED.

' ":- * A GOOD APPROACH IF BLOCKS ARE LONG ENOUGH.

. TAIL BITING ENCODING/DECODING CAN BE USED.

• NO OVERHEAD BITS ARE REQUIRED.

. DECODER MUST OPERATE AT A HIGHER RATE THAN IF TAIL

BITING IS NOT USED.

* PERFORMANCE OF PARTICULAR SYSTEM MUST BE DETERMINED.

4. -° °~~a1

TAIL BITING FFATU[RFS

TAIL BITING IS A PROCEDURE WHEREBY SORT BLOCKS OF DATA CAN BE

ENCODED WITIIOUT THE NEED TO TAIL OFO EACH BLOCK,
P.

.', ,.. O TAIL BITING EXAMPLE FOR AN R - i/v CODE

4,. ."" K-1 STATE BITS

. 'N 2X X'' XN-(K-2

* BLOCK PUTS OF BLOCK - v OUTPUTS. PER BRANtl

INITIAL STATE LOGIC . j.
"- . REACHES THE FIRST

REGISTER STAGE.
OUTPUT BLOCK IS
N v BITS.

• NOTE THAT TIlE INITIAL AND THE FINAL STATES IN THE TRELLIS PATH TRACED BY

A TAIL BITING CODEWORD ARE TIlE SNE. Tills MAKES IT POSSIBLE TO TREAT TIlE

k1i RECEIVED SEQUENCE AS A LONG SEOUENCE COMPOSED OF SEVERAL REPETITIONS OF TIlE

RECEIVED BLOCK AND TO SELECT A DECODER OUTPUT SEQUENCE FROM TIlE MORE RELIALE

CENTER PORTION. OF TIlE TRELLIS.

4'~~~~~~~~~~~ . .-. .*... ...... *... 4.. .. .. .. 4..
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SEXAMPLE OF-TAIL BITING DECODING FOR A K 3 CODE

ENCODER (' .J T -' -1 Xi N X i X 2 ' " Y. SEOX-NC

* A) TRELLIS WITH ONE DECODING PASS.

'.INPtrr _ XN X'2  o o• -1 x Il X2 • •  •
SEME

NPB) TRELLIS WITH TWO DECODING PASSES. MERGED PATHS IN THE CENTER
PORTION OF TIHE TRELLIS PROVIDE A RELIABLE ESTIMATE OF TIIE
DATA BLOCK.

Fiaure 13

EXAMPLE OF A K-9. R 1/2. BLOCK LENGTH
24 TAIL BITING ONVOLUTIONAL CODE

1-111011110110001011
1110 1 1110110001011

11101 1 0110001011
111011110110001011

G1 1110111101100010
1011 11101111011000
001011 111011110110
1 0110 01 01 1 1 101 11 11
10 11 0 001 01 1 11 01 11
1 110 1 1 0aa 01 01 1 1 10101

1011110110001011 1 1

* CODE GENERATORS ARE FOR THE BEST K=9, R=1/2 CODE GIVEN BY 1 1 1 1 0 1 0 1 1
I 10111000 1.

* IN SOME CASES, CAREFULLY SELECTED TAIL BITING CONVOLUTIONAL CODING SYSTEMS HAVE

VIRTUALLY THE SAME BIT ERROR RATE PERFORMANCE AS THAT OF TIHE BASIC

CONVOLUTIONAL CODING SYSTEM.

Fgr1
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EXAMPLE OF A K = 9. R " 1/2, BLOCK LENGTH

24 TAIL BITING CONVOLUTIONAL CODE (CONT.)

* *"FOR THE EXAMPLE GIVEN HERE, THE BASIC CONVOLUTIONAL CODE HAS
df -12 BUT THE (24, 12) TAIL BITING CODE HAS d " 8. SO THERE
WILL BE A PERFORMANCE LOSS IN THIS CASE.

* FOR THIS EXAMPLE THE PERFORMANCE DEGRADATION ON A BPSK/PSK
AWGN CHANNEL AT SMALL ERROR RATES IS APPROXIMATELY

-10 LOG (12/8) - 1.7 DD.

I.. s PRACTICALLY THE BLOCK LENGTH SHOULD BE CONSIDERABLY LONGER
THAN 3 CONSTRAINT LENGTHS TO AVOID DEGRADATIONS DUE TO
TAIL BITING.

AN INTERESTING THEORETICAL PROPERTY OF THIS TAIL BITING CODE IS THAT:

* 'THE (24, 12) TAIL BITING CONVOLUTIONAL CODE FORMED FROM THE
OPTIMUM K - 9, R - 1/2 CONVOLUTIONAL CODE IS EQUIVALENT
(SAME DISTANCE PROPERTIES) TO THE EXTENDED GOLAY CODE.

I h',l,! iaure 15 :

* 4,

-* 4

i~ € ; , .- . ,. - ." ' . k , ".. .,"."' "(.' .'' """",'.'' : ." " " :"•.-.- .- " ' .5" : ;
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SIDE INFORMATION AND CODING METRICS IN JAMMING CHANNELS'

Jim K. Omura
Professor, School of Engineering

University of California
Los Angeles. California

In a coded communication system the optimum metric used for decoder decisions
is the maximum likelihood metric which generally assumes knowledge of the channel
statistics. For many real channels, particularly a jamming channel, there is incomplete
knowledge of the channel statistics and non-optimum metrics must be used. Generally in

'  these cases "robust metrics" are desirable. By robust metrics we mean decoder decision
metrics that yield coded bit error rates "close" to a baseline broadband noise jammer
case regardless of the true waveform used by the jammer. In addition side information
about the jamming channel may be incorporated in a metric.

Using a generalized cutoff rate parameter as well as specific codes, we compare
various metrics and the impact of side information on coded antijam communication
systems. In particular we examine the sensitivity of the coded bit error probability to the
side information and metric used as a function of the coded symbol energy-to-equivalent
jammer noise ratio The spread spectrum signals we use in our examples are the coherent
direct sequence spread binary phase shift keying (DSBPSK) and the noncoherent
frequency hopped M-ary frequency shift keying (FH/MFSK) modulations. Side information
include constant channel parameters and instantaneous jammer states.

Details of this presentation in order of appearance are

* General analysis of coded communication systems with general metrics

* Generalized cutoff rate parameter.

- Usual hard and soft decision metrics for the AWGN channel

- Coding bounds and cutoff rates

DS/BPSK with pulse jamming.

- Jammer state information

- Hard and soft decision metrics

- Repeat code -

- Jammer state estimates (EI-Wailly and Costello) 8

FH/MFSK with partial band jamming.

1 This work was supported by NAVAIR through NRL. Contract Award No N00014-80-K-0935

%4e
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- Jammer state information

-Hard and soft decision metrics

r. - Repeat code/diversity

- Two bit metric (Viterbi)9

- List metric (Crepeau, Creighton and Omura) 9

* . Key References

1. Viterbi and Jacobs, "Advances in Coding and Modulation for Noncoherent
Channels Affected by Fading, Partial Band, and Multiple-Access Interference,"
chapter in Advances in Communication Systems, edited by A.V. Balakrishnan,
Academic Press, 1975
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3, 1981.
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WELCH- Our last speaker. Jim Omura. if it is a multiple-access scheme. If this
who received his Ph.D. at Stanford. is now happens to be MFSK then your optimum
a professor at UCLA. He is co-author of receiver in the white Gaussian noise case
the forthcoming book A Unified Approach is going to be a bunch of energy detectors
to Spread Spectrum Communications and you are going to look at the energies
along with Levitt, Scholtz, and Simon, all associated with each of the frequencies
of whom are here. Jim does not belong to That's the modulation end of things and

-. a thriving company. (Laughter) spread-spectrum can be included in there.

OMURA: (With great regret!) Next we have the coding end in
Actually, I don't have anything new to Figure 1, where from a coding theorist's
present. In the process of writing a book point of view, generally you worry about
on spread spectrum, what has happened is sending sequences of symbols into a
that I've been forced to put together. in channel (and usually you assume the
some coherent manner, a lot of the known channel is some kind of discrete
results in the spread-spectrum anti- memoryless channel), you get an output

* jamming area And so what I'm going to sequence and again you talk about
talk about with you today, is just more or optimum decoding, typically some sort of
less my organization of the subject, maximum likelihood decoding algorithm.
especially how coding and modulation I'm interested in discussing the interface
interplay. The results are not necessarily between these two. Namely. how do you
new but I'm lust trying to present it in a take bits that are going into this coded
coherent manner, motivated by writing this system (the real channel is actually
text book. From this, of course, some new embedded in the DMC somewhere and
questions may come up and I hope that there's an interface between the coded
this talk will be a little more open-ended symbols and the actual bits going into the
in pointing out some questions or giving a modulator and out of the demodulator and
different way of looking at things. back into symbols that then go on) and go

through some sort of decoder at the
.- My particular section of the book has thog smeorofdcerate

My parwitsicularmetion od thw oohs receiver end. So the subject really is that
to do with side information andthwja interface between modulation and coding

communications This also involves that I want to spend a little time

multiple-access situations Here we moe discussing today

away from the classical additive white Typically most of the coding
Gaussian noise channel and raise other schemes are designed to work well in the
issues in terms of a good receiver design. memoryless channel. And so if the channel
You may or may not know what is a has memory, you're going to have, as
maximum-likelihood receiver, and so forth. Elwyn and Joe discussed,
I'll illustrate that with some simple interleavers/deinterleavers This
examples, again well-known, but they lead interleaver/deinterleaver might be part of
into some new questions. this interface scheme So the question is,

how does one take the output of theFor instance (see Figure 1), classical demodulator (energy detector in the MFSK
modulation/demodulation theory generally
assumes a white Gaussian noise channel cae) and so te h en u a n go
Here we have modulation and the appropriately so that then you can go

optimum receiver. If it is coherent, this is. through a decoding process, and hopefully
of course the usual bank of correlators simplify the decoding process. In addition
You might have a bank of matched filters you have the problem that you don't really

.o........-..U ig . -a bank of ma, f
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S'have an additive white Gaussian noise seems to hold true regardless of what
channel; you may have a much more code you use. Therefore the cutoff rate
complicated channel where you have seems like a natural way to evaluate what

r unknown channel parameters, fading, kind of quantization, or what kind of
jamming, other signals in a multiple- metric, one might use in the channel.

*:, access environment, etc., so what was In addition to the kind ofi~!maximum likelihood for whit Gusia
.mimu lieliho or hite Gaussian quantization that one uses in the channel

noise channel no longer holds true in this (hard decision/soft decision), or various
more general setting. In fact, most of the levels of quantization, there's another
time you don't even know what the issue that comes up, and that has to do
channel statistics are so another question with what kind of decoding metric one

3; . , concerns what metrics should you use.
- c nshould use. Once you get an equivalent

Generally, those in the spread spectrum coding channel, the maximum likelihood
world know that you want a robust metric, metric assumes you know the conditional

that effective for all kinds probabilities of that coding channel, but in
things that can go in the channel. The fact oftentimes you don t. You'd like to use
question is, "How do you start to evaluate maximum likelihood but you can t since
various robust metrics and compare you may not know those channel

i them?" probabilities.

Figure 2 is the classical example of a
receiver interface, perhaps the most trivial Just olus here yoshae

Sofsome problems here, let's again considercoded binary phase-shift keying (Figure 5).
* and one of the first things you do, if you We are going to take a trivial code like the

have coding, is to quantize it. There is a repeat code where we just repeat the
difference having to do with how you

quantize the correlator outputs. Typically if symbol "zero" N times, or repeat the
'- you do a hard decision, then you wind up symbol oe Nm i ty, orthe trivial code). Now if you had awith the classical binary symmetric maximum likelihood receiver, and the noise

channel. On the other hand, if you were
*" just to take the real output (soft decision) wan osnt chan yud he the

rather than quantize it. there's a difference usual oest c ha t's he be
in prfomanc wih coing Mos ofyou usual correlator receiver. That's the best,.. .:,. in performance with coding Most of you

are of course familiar with the well-known you can do. The metric on a per bit basis
'. "'or per symbol basis would just be straight
constraint length 7, rate 1/2 convolutional or rlation. bNow s uppo s te nise

i code as it functions in a white Gaussian correlation. Now suppose the noise
noise environment. You sehie Gasi3 variance in the channel (this is just a
ne vne Fmade-up example, still using Gaussian
that there is a roughly a 2 dB difference noise), changes as a function of time Here
between hard and soft decision (that's well
known).correlation, but weighted appropriately by
in this book is to look at the cutoff rates the noise variance. Now if. channel
for these channels, because if you look at.- ,'conditions are changing. the noise
the cutoff rate, for instance in Figure 4 for
this example, you notice that the same 2 ve ou that information o't"ii "" d B diffoerence shows up in the cutoff rate. have to get that information in addition to

B f e s n c r running your system. The question is, is it
That same 2 dB difference also appears for worthwhile doing that? If you don't do
all binary convolutional codes, so that that, you would be doing something sub-
looking at the cutoff rate difference is like tat, yow be do thin sub-
looking at a performance difference that

C. •
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when in fact the channel noise variance is same problem where the jammer may be
changing in time? on or off (see Figure 8). When the jammer

These are of course well-known state zk is unknown, (i.e. the variance of

- issues that people have looked at in the the noise is unknown) then I'm just going

I want to illustrate, in a lamming to use a conventional correlation receiver.
context, where this occurs (see Figure 6). I could use the ukxk metric in a high
In c wre s ocr seu precision (soft decision) processor (that's
I r s c e ethe optimum metric if the AWGN channel
system, if you have a pulse jammer whichand ff a is not changing) or I could use the VkXk
is on a fraction of the time p, and io a O h e
fraction of a time 10, what happens is you (hard decision) metric. On the other hand,

i ' . , . . . , if I had side information z, i.e., I could
have virtually very little noise, or no noise iIasie tinmatin Z' e., jacoud

for sme at measure the times when I'm being lammed. , . for some of the time and lots of noise at (let's say in principle I could do that). I
other times. Now if you knew the noise wld obvio le i c dt) a

varince hateachsymbl ecouners would obviously weight it by c(z k) and
variance that each symbol encounters

-, when going across the channel, you would would actually divide by the variance of

of course use the maximum likelihood rule. the noise and the soft-decision weighted

If you don't know it, you might be tempted metric would be the optimum strategy

_. 'r to just use the general rule you use in the If we were to look at these cases for
white Gaussian noise channel. Now for the a simple code, namely m-fold repeating in
uncoded case, if you used the AWGN rule time, (this is just a trivial diversity case)
in the fraction p of time that the jammer we can get exact expressions shown in
on, and now the jammer happens to know Figure 9 for all four of these cases (soft
your system and choose the worst choice decision/hard decision, with/without
p* of p, then the well-known result is that jammer state knowledge). If you were to

-.. the jammer essentially hurts you by the use a soft decision case but without
amount shown in Figure 7. The jammer state information (see Figure 10)
performance of uncorrelated binary phase- and the fraction of the time the jammer
shift keying with a continuous jammer jams you is p, you see that the error
(pi) as opposed to a jammer picking up probability, even in a coded system like
the worst worst pulse duration is also this diversity system, gets worse for lower
given in Figure 7. There is about a 30 dB values of p at higher values of Eb/No. So
difference or a 34 dB difference at the obviously you don't want to use the
lower end of these curves. What's simple soft decision. In fact Figure 11 is
happening is not surprising since the pal an example where without jammer state
curve for error probability is a very information (JSI), but using hard decision,

- sensitive function of the SNR. Obviously if you do better than soft decision Clearly
the jammer has the ability to move the the soft decision metric is the wrong one
SNR slightly, he is going to cause a to use when the jammer is pulsed and JSI
tremendous change in the error probability is not available. This is because a pulse
so even though he's making the SNR jammer can only do so much damage in a
smaller for a small fraction p of the time, hard decision case. (You clip everything.)

the average is still coming way up. The If you were to take into account
effect is just like a fading channel in which
the SNR changes, and obviously, just as in

fading channel, P varies as the system improves correspondingly (see
thefaling che Pb Figure 12). But then this requires more
reciprocal of the SNR. side information, mainly the information

In a coded system, let's look at the that you are being jammed or you are not

...
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being jammed on a symbol by symbol This formulation (Figure 14) is nice in

,. basis. That may be hard to obtain, so the the sense that, if you believe in the cutoff
tendency in this case might be to go to rate and the union-Chernoff type bounds,
the hard decision case (see Figure 13) even without a maximum likelihood metric,

. which is more robust, or to do some sort you can generalize the notion of the cutoff
" of clipping of the energy levels. These rate using Chernoff bounds and so on. The

N ideas have been around, but I'm just trying overall bit error probability Pb for this
to formalize them here. Clearly you need system is in general bounded by some
some form of coding. You have function of the cutoff rate (see Figure 15).

-. tremendous coding gains against jammers, And the cutoff rate R0 is only dependent
in a spread spectrum environment, and on what's inside the box and the metric.

., ,. also in fading environments as well. The cutoff rate R0 generally is a function
of the signal carrier or coded symbol to

The general encoder and decoder equivalent noise ratio, whereas the bit
and the basic structure we look at is equivat ise aso eeas theshwn iue14 easuete error probability itself also depends on the
chan is mae 1 emoreess by code used. So with R0 there's a separationSchannel is made memorVless by0

of what goes on in the physical channel
interleaving/deinterleaving, and this is part what es ou ihe in he

of the interfacing. In the channel you with all this mess you might have in there,

might have noise, jamming, interference and the metric one chooses, and the

from other users, and so forth, a lot of specific code one is using here Hence if
,," you want to evaluate dlifferent metrics

., which you don't know. You go through the
• Z usual despreader demodulator and here under different channel conditions you can

you wind up inside this (dashed) area with compare the cutoff rates (thats a code

some sort of equivalent discrete invariant comparison) and then on top of
omemoryless channel and in addition you that you get your usual coding gain. The

memoryess cannel nd inadditin youcoding is usually analyzed in the
4 may or may not have side information effect of

' "? available. For instance in HF frequencies following way. The bit error probability is

you typically run sounders across the band related to the symbol error probability by
=.= to measure the propagation condition. That the code rate in bits per coded symbo[

P may be a kind of long term measurement You can compute the cutoff rate (for
S-that's available. On a short term basis you instance) in the 4 simple examples I just-I

may determine when you're not being cited, the binary phase-shift-keving
- jammed on a symbol by symbol basis. channel with the pulse jammer in there
. Maybe that information is available, maybe And you can look at having jammer state

not, and the attempt here is to structure information and not having jammer state
• *. all these possibilities in one analytical information, hard decision/soft decision.

formulation. By the way, here too, the side Again you can see that there is a one to
information comes into play here at the one correspondence of how the error

. decoder, affecting the kind of metric one probabilities differ and how the cutoff
might use. Even though you may have a rates vary as a function of different pulse
discrete memoryless channel within the duration or pulse time (see Figures 16 and
dotted line, you may not know all the 17).
conditions in the channel and so you I want to briefly mention some work

."cannot use the maximum likelihood metric.
Sf that is based upon this kind of formulation.

You probably are looking for a more Oeo h rbesi h us amn

general robust one and it may be that you cae if ou wnte pamm isa

have some side information that might
Shp um v oinformation, how do you get it)" An,. help you improve your system

Q

o i
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Vapproach that was suggested by Costello Should you take weighted sums of chip
and his student (see Figure 18) is to energies, or should you make hard
asUMe you have side information decisions, and so forth.
concerning when you are being jammed One thing you can do is make a hard
by making an estimate of it, i.e., assume decision in this FH/MFSK case. Each time
you are being jammed when the signal M chips come out, make a hard decision
correlator output deviates far from the astwhtcihdtelrgtengy
signal levels that you're expecting. This assuto what chip thad theargitestchenergy,
puts a threshold on both sides of the do that on a chip-by-chip basis for
expected correlator outputs, and if the successive hops and put it all together

* ~next correlator measurement falls outside an mkeafaldcigdcso.
these thresholds, we assume that theo
jammer is on. And if it falls inside, assume aditiobisgted ioratdin ton thi o(e

othe jammer was off, and define your Fi 2a thi isoatscheme thi Joe

metric accordingly This is lust one nres, or s aoschme hard
attemptsoume corpoae sies fo the Odenwalder talked about. He says, find the
attempin o nor ate estrtben ome largest chip energy output E and then for
s i a a h ssparameter A. determine if this largest one
analysis, reported in GLOBECOM 82, is greater than A times the next largest
comparing performance for this non-ideal M chiso. ou me a he decity
case with having ideal jammer state is pretty good. If it's not, you assume the
information or none at all. quality is not so good. Associated with

For frequency hopped MFSK systems each of the consecutive outputs is a hard
you have similar kinds of results with decision plus a quality factor of good or
partial jamming and multi-tone jamming bad, the additional bit. Now if you were to

S, (see Figure 19). Frequency-hopped binary break this down into a binary symmetric
phase-shift-keying performance for channel, it boils down to binary symmetric
broadband jamming is much better than channel where each bit has a hard

-for a jammer that jams a fraction of the decision bit plus a quality factor decision.
band. You have a dual situation where, if and you can use Linkabit's sequential
the jammer chooses the worst fraction, decoder on that
poor performance results, and you get Here's another way of getting from
similar results from multi-tone jamming.t this

The MFSK problem is more where each 8-ary symbol has associated
* complicated because now you're getting M with it binary symbols. Suppose we are

tones out and there are actually much interested in the first bit. Associated with
more options available as to what kind of that bit are the corresponding energy
metric one might choose in this terms which we use to find a metric for
environment. I'd like to just talk about this bit. This metric turns out to be very
some metrics that people have been close to optimum in a Rayleigh fading
looking at. One thing you must do, if you channel with additive white Gaussian
have a whole sequence of these M energy noise The purpose of this metric is to
detector outputs corresponding to a coded make a decision as to the first bit given
sequence, (these are chips, you are going the 8-ary channel output. You can just
to combine the chips together), is to form take the largest of the energy components
a metric for decoding. Again the same here minus the energy components here

akind of problems occur here as did in the and use that as though that's your
direct sequence case with pulse jamming: correlator output which you can quantize
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.., to 1 bit, 2 bit, 3 bit, (however many you
want) and feed that into your usual binary
convolutional decoder.

Another metric which I've been
'-" looking at is the list metric (see Figure 21

and 22). Ken Jordan used this many years
ago. A list metric is not very good for the
white Gaussian noise channel but it seems

9 . to have some nice properties in a more
cluttered environment. The list metric
looks at the energy detector outputs and
rank-orders them. When you are in an

• *- environment where your intended signal
may be the second or third on the list, this
metric allows you to take advantage of
that information and not necessarily erase
the whole thing. You may have side
information which allows you to take
advantage of the list information.
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4Coded BPSK Modulation

4" Xk " Y*"-" l' .Jdb "-E

Repeat m Code:

0 0 0 0-. X, (4!. 4r, J).oo .. o- 2x E- , -, "E) 4

'4 (Eb - mE)4.-

ML Receiver:

" nk,,.N(O. 02)

m(x,x) = ylXl+ y2x2+ ... + Ymxm

M(Y,X) = yx
i~~ nk,.*,N(O,q02)

m(Y Y1Xi  Y2X2  YmXnl

m(y,K) = + + ;7T

Figure 5.

.1'

"% ' Pulse Jamming

Suppose the Jammwer has average Power J but can
'4 now concentrate.more power In a Pulse while still

maintaining average power J. Then the eauivalent

noise density Is

NI " fraction of the time

_.0 I-P fraction of the time.

Then

Pb =  Q riot
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APPLICATIONS OF CODING TO SPREAD SPECTRUM COMMUNICATIONS

DISCUSSION

QUESTION: Is it true that sufficiently group of parallel encoder/decoders. So in
low rate codes will always force the that respect the interleaving comes very
jammer to p=1. namely continuous nice with the feedback decoding. I don't
jamming or full band jamming. If so isn't know about 100 megabits per second.
this overall a good coding strategy? That's really getting up there and you

ANSWER:(OMURA) Yes. that's generally would probably have to have several
, ~ true. The worst-case value of o generally decoders in parallel, even with something

is inversely proportional to the SNR in the as simple as feedback decoders
channel. But that's the coded symbol SNR. BERLEKAMP: We have 120 megabit

S'So as you go to lower and lower code machines in the field and they have no
rates, the coded symbol SNR gets smaller parallelism. It's an RS decoder, length 255,

-' :, and smaller for the same bit energy to redundancy 12. with 243 information
noise ratio. And therefore you soon reach symbols They were shipped in November

- p-1 and the jammer can't exceed o=1. So of 1982
generally that's true as you go to lower ODENWALDER Feedback decoders are

I9 rate codes. Since you re getting more."diversity, it's lust a question of diversity very simple They are not like V/iterbi
d'.- decoders or sequential decoders by an,/
The more diversity you throw on. the more
t f v o e e emeans. Each are lust a few chips. So even, ."th e eff ective n e ss o f th e pu lse a m m e r is p u t n a fe in ar l l is t ll a v v
weakened, and soon all it can do is putting a few in parallel is still a verysimple matter. Simpler perhaps than a
broadband jamming or continuouscomplex decoder for another
jamming in the direct sequence case. type of code

QUESTION' Please comment on the QUESTION: What are the ways in which
viability of feedback threshold decoding coding/interleaving differ from matched
with interleaving in a pulse jamming filtering in spread spectrum environment?
environment for high data rates greater
that 100 megabits per second. OMURA: Let's just look at a direct

ANSWER (ODENWALDER): Certainly sequence spread binary PSK system. or a
multiple access system where each userthreshold decoding is a simpler decoding haadifrnbnrysqecontpf.""' approach, which it you're going to such a has a different binary sequence on top of

approchawiche i you'rgoig tscht which he puts the binary information. The
high data rate, you might consider It's notmatched
as powerful as a soft decision approach
but certainly when you go to such high filters that are matched to each of thebu etinywe yug"o uhhg sequences, or it could correlate at the
data rates it should be considered. The. ",-receiver. Now, when we say interleaving

*. -.. other thing is the interleaving becomes
very simple. There's a simple way of here. we really mean interleaving the

coded data bits which consist of many• including it right in with the encoding.
i i r i tchips of the direct sequence. So the items• : "Basically you replace each stage in theBcy rl e se t discussed here are different in the sense
encoder and the decoder with a register of that interleaving here is interleaving

, some length that determines thesoelengt th eermnes the decoded symbols which consist of many
b interleaving level, so there's an easy way PN sequence chips. I hope that answers

of implementing the interleaving. This thequest i s. I h o e t o do
makes an encoder/decoder look like aneed to do
makes ainterleaving. You may have, for instance.

, q
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fading or pulse jamming that may last for used in A-J environment because they are.
the duration of several coded bits, which ODENWALDER. Typically you have to
you would want to scramble up on a bit• .combine several of these chips ina
rather than on a chip basis. frequency hopping system, to get the

RISTENBATT: I'm the one who asked that diversity.
question. I'm thinking about such things as WOZENCRAFT: If I could provide a
coherent detection. For example, if you are
hopping over different frequencies, then slightly different answer to that. my own

opinion would be that you would use theyupoal cantepc toue SAW device and the direct spreading

coherent sampling. In other words. in the SeWuence to he direct p e

;,.' spread spectrum community now we're sequence to give a long enough pulse

getting these CCD and SAW matched duration so that the difference between
filters that are supposed to be very the coherent performance and anpowerful tremendous correlators. I'm incoherent frequency-hopped performance

o w searching for thoughts on the impact of would become negligible. So I disagreesearchinesegdeviceshoomin n the path, o with Dr. Jain's conclusions of .yesterday Ithese devices coming down the path, think that you very definitely do want towhich will be our digital correlators (even use th fou ery h n g an t

which can do full-matched filtering). I'm use both frequency hopping and direct
searching for some of the rules or insights spreading. And I think they fit together
of when you would expect to use these very nicely.
devices, and when and how the two go SIMON. Let me raise another issue which
together. It's a pretty open-ended I brought up in Florida in the context of
question. workshop there but I think has interest

O R Mi here. Jim and Joe were talking quite a bitOMURA My impression is that you use about optimum metrics, finding robust

these SAW filters or matched filters of this
kind when you're talking about codes of metrics for iam channels. Most of the

reasonable short lengths, which means attention has been focused on the metric,
that you're only using them in a multiple or if you like, the decoder. And very littleaccess environment, not in an anti- attention has been focused' on the

jaccs environment northe i pa nt- encoder. Now we have been doing a lot of
jamming environment for the most part. work for ISI channels (which are memory
But maybe that's not true. channels), on what happens if You do a

HUTH: First of all, we talked about search for optimum codes and
jamming yesterday, and we talked about demodulator-decoder combinations for
somewhat on-board processing and so on. such memory type channels. We found
There are implementations that use SAW that indeed, on channels with memory.
filters in their demodulation process, and it there's a lot to be gained by looking for

* .• is strictly a jamming environment, codes which are optimum in that kind for
OMURA That's for primarily multiple a channel (as opposed to the well-knownAcodes that Joe found for the additive

access. On top of that is frequency whie Gan no c or
, : o pi gi n' iwhite Gaussian noise channel) or
hopping, isn't it? interference. Or partial response channels

HUTH: They are used strictly in a (We've looked at those too.) I think there's
%-, demodulation process, so it is not true. an interesting area here to look at, and

Their application has nothing to do with that is on channels that are non-
multiple access. It is for a frequency stationary, non-Gaussian, like the kinds of
hopping processor. You could use it for channels we are talking about. I think
either, but you can't say that they are not some attention should be paid to

,,, ,, , -°~~~~~~~~~~. . ..... . ,- - -,...... ..- ". '.. .....-......... ,..............-.......-,....-...-.....-...........'
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searching for optimum codes and of spreading also is going to control what
course optimum decoders too, on such sort of a channel the code is seeing.
channels. I have an interest in this
problem. I'm just trying to raise it as an Tail-wing? Ask STEIN

issue. I don't know how much there is to STEIN: Yes, but we've talked a little bit
• I* . • be gained, but I think that it is something about nuclear effects, we've talked about a

to be looked at. Does someone want to number of things that are not necessarily
make a comment? intelligent situations. It's not clear that

LEINER: I'd be interested to hear your there is a good code for the simulation
reaction/opinion about the applicability of cases either. There's not been work done
that when you have spread spectrum there. I assume that many of you are

Swhich often allows you to resolve or familiar with the work that Dave Chase
* measure the channel. I assume the and some other people did under the tail-

intersymbol interference you're thinking wing program and I'm really curious not to
about is the kind that's caused by have heard anything aoout that approach
multipath. When you have spread here today, where the topic is coding
spectrum and cannot resolve multipath What Chase pointed out is if you have a
components, you may have intersVmbol TW space you nave a TW product per bit
interference in that the components may That's a 1/T'W code rate, and we all have
overlap, but nevertheless you can still pull learned, there is something much better

.. '~ . out each bit's contribution. Would the than sheer redundancy in the fading world
. kinds of techniques you are looking at be Where everybody traditionally used

relevant in that case? diversity and now recognizes it's much
more beneficial to use a designed code

HUTH: Let me make a comment. If I Chase proposed and did some exploration
understand you Mary, you are not talking on efficient codes to fill the TW space and

* about 1 in this case. All he's talking I believe he has continued to do some
about is, we've got an environment that is work under Air Force sponsorship although
not additive white Gaussian, it has a lot of I'm not familiar with it. I am curious if
different things in it. Why are we using anybody is. I'd love to know where that s

.. , codes that were designed for AWGN, or heading, whether anybody has explored its
- why aren't we designing codes for this limits.

environment? Indeed, you have to get rid
,-' of the susceptibilities but there's been no WELCH Would that have applications

real work done which says, hey. this is the other than white Gaussian noise channels"
"!1 type of environment, it's not Gaussian. STEIN Sure would Just as coding

Marvin's case was ISI, but in this case applies to any burst channel.
we're talking about ...

HUTH: Wasn't that oriented towards the
SIMON: It's really two separate issues. HF channel and channels like that though

I'm just saying that in Florida I talked in (and I'm not saying it doesnt have
context from an 151 channel I'm saying applicability to other situations), and you
now let's talk about the Gaussian non- do have somewhat a different channel. But
stationary channel, and again, the issue is work was done in that direction by Dave I
what is the optimum code for that kind of don't know what he's doing now, I havent•" * channel.
channel. seen anything come out of their

WELCH: Well, it's really more than just organization.
the channel, because you're method of OMURA. In general, for large TW

%*i%
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products. if you're talking about a code in not very much indeed. So we want to
the sense of spread spectrum being an force the jammer to operate on the raw
error correcting coding scheme, you'll find channel which is noisy, and then we take
that it's a very low rate code. Here you out that noise with the antenna and
very quickly reach a point of diminishing coding. I think that's approximately the
return in dropping a code rate from a half general rule in the design of robust anti-
to a third until pretty soon it doesn't make jam systems It tie together the intimate
any difference. So why use such an relationship between
extremely low rate code. Why not use modulation/demodulation and coding.
something like some direct sequence Good A-J systems have got to have
spreading and then code on top of that coding together with appropriate choices

- with a convolutional code of rate a half or of modulation or demodulation.
" a third. That's close enough. You don't PURSLEY I think that's a good point. I've

have to go to a rate 1/7W which is an
extremely low rate code. Maybe I'm done very limited studies but I think it

would be advisable to do more. The
missing the point. studies I've done have to do with looking

REIFFEN: Your argument is good enough at Reed-Solomon codes in diversity, where
But what Marv is asking, what Seymour is you have a tradeoff between the rate of
talking about, what Chase is doing, is to the code you're using and the diversity
say let's not just say that's good enough level. And surprisingly, there does seem to
without making sure we've done a study. be an optimum combination for each block

R A r galength code. It isn't down to the low rate~~~OMURA: Another thing you want to Re-Sooncd tsorofaeiu

confirm is that your system is robust Reed-Solomon code it's sort of a medium

enough. A system that's going to be rate Reed-Solomon code with certain
,e worder of diversity to get the rate down. I!" .idesigned well for one situation may not

work well in others, and you've got to be think that should probably be done for
careful. other classes of codes as well. M% interest
c has been limited to block codes. in

REIFFEN: I'd like to make a comment particular Reed-Solomon. Maybe you can
primarily on the first question Jim Omura comment, Joe, on the things that might

. answered having to do with low rate have been done on convolutional codes
codes and values of p. We saw the wide along the same lines

. divergence between the performance of
anti-jam systems for p1 and o less than ODENWALDER. The only exaerience I've~had is with convolutional codes and I
1 when the probability of error that we're

didn't notice that much of a difference in
looking at is very low. In fact. it get'swrothe few cases I've looked at. For example.,..""worse and worse as the probability of

the small performance improvement of a
.- error gets lower. I think that all of this was

implied in what was said. But I'd like to
say it explicitly here. What that means is convolutional code with 2 symbolrepetition wouldn't justify the need for a
that when we apply our error-correcting slgtymrcopiae dcdr.PuL°.. slightly more complicated decoder. Plus
code, we want to do it on a raw channel,
which if we actually made a decision, (and often you would like to be able to handle
I'mddifferent data rates. You'd like to have, for
versus soft decision) actually looks like a

% noisy channel. Because we noted that example, the same hop rate but combine
when the channel is noisy, the difference different numbers of chips to get different

Sbetween the p1l and the optimum p s data rates for the disadvantaged and

- ,. "'. ," te a.l . .' t '. op .t u. p i
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advantaged users. Repetition is an easy Recently things have swung the ot'ier way
way of doing it. If you do not use toward the binary codes because they are
repetition you have to accommodate easier to implement and for a given
different code rates and it's much more performance and complexity you are. in
complicated. The repetition idea probably general. better off with the binary
does deserve more attention. BERLEKAMP It's a question of your likes

BERLEKAMP: We were involved in one and your speeds and all kinds of other
* aspect of the JTIDS program. I'm sure things. But you ve got to get your non-

S .-- people here might know more about the binary symbol form. and the alphabet it

overall system than I do. From what I saw has to be fairly big. Yov cant do much
there I got the impression, that the reason with soft decision information. These are

- they had chosen this 32-arV alphabet as all drawbacks. You have to have a pretty
- opposed to a bigger one like a 64-ary or smart front-end. you need a SAW or

128-ary was really the SAW's limitations something similar out there to get your
, and not coding. Now the coding gets orthogonal demodulation.

better if you go to bigger and bigger
alphabets (at least from my point of view).
The design decisions were made 8 or 9 demodulator. I think there are a lot of

years ago. and the program is still things which, when you start to talk in a
S._ bumbling along, jammed environment have some good

b n apoints. If you put all that together I dont
HUTH: The program is still doing the see why we are so pushy. Even in soft

same thing but the decision for that size decision implementations I dont see why
was made when they came up with the we are pushing binary so hard for these
program and I think if you started with a kinds of channels. when the modulation

:J program right' now you d have different structure is Mv-arv anyway
"' numbers.," . nOMURA: Recently, Massey s paper

BERLEKAMP I also think they greatly seemed to indicate in some cases that you
overestimated the coding complexity that should at least think about looking at the
they were looking at. binary equivalent, instead of going to an
": '-M-ary channel, and you can come up with
HUTH: We talked about binary codes and

there seemed to be a lot of effort there very good codes that way.
.* .. And I think Joe made a comment about REIFFEN: A word about choice codes.

the the dual K or triple K codes I guess The bottom line that choice of code
- somewhere along the line I did not relates to is the Eb/N 0 performance which

understand why M-ary codes have not you get at the stated end-to-end error
been built or attest to an extent anywhere rate that the system requires. The fact of
nearly as much as the binary. Especially, the matter is that people know all kinds of

L if I'm reading it right. I believe the list codes that produce interestingly low Eb/N 0,
demodulator that Jim Omura is talking and the quest for better codes is diddling
about is applicable to M-ary codes not with the last few tenths of the dB. I think
binary codes. There's work being done in what I would observe in the area of codes
this area, but I don't see what happened to is that we are close to the point of
it. diminishing returns and that's why maybe

E ' ODENWALDER: There was very little coding theorists are very excited about it.

done on dual K and triple K. At least one but system engineers are not.

dual-K coding system was implemented. PURSLEY. I disagree. Because by talking
A.=
A'"
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Eb/No you're already specifying some sort distance. They probably are very difficult
of a channel which might not be true to demodulate with soft decision but I
channel at all. There are lots of other wNonder if that isn t the step in the
parameters about these channels. that direction of living in both the natural world
ought to be optimized. and the jamming world. So I'm talking

K> about different kinds of baseband
STEIN: I think I have to emphasize again mout i f r f un cy o p in

that it's not the stationary flat-noise modulations for frequency hopping in

environment that you're worried about. If particular, and getting away from MFSK.

r there's ever to be any real use of wide- ODENWALDER: I think I'd be leary of
band direct sequence codes in the lower some of these multiple phase type codes
bands where there's heavy and very in fading environments like nuclear
dynamically changing interference. I would simulation. I'd try and stay away from
put my bet on coding rather than on them.
adaptive interference cancellers as an PRICE. I'm adhering to the Shannon
inexpensive implementation. If you've mode here,.." model here.
looked at the problems of any kind of
adaptive interference cancellation those HUTH: You say MFSK, ,1ou could do
things are complex. I think people still MCSK and use those kind of symbols and
don't really understand how they work, use an orthogonal signalling set rather

- despite all the algorithmic work. It get's than using different frequencies. Actually
to be a self defeating problem. Coding you use the codes themselves, and thats
almost looks like an automatic way to do part of the JTIDS structure.
it if you can tolerate enough errors I do PRICE' Thank you. I might have
believe that there'll be a minimum code bit mentioned the MFSK functions as
error probability. I'd like to know what it is orthogonal functions in that context. But I
I have no idea where that is don't think they are so good A-J wise.

".'PRICE I'd like to go back to Shannon'sP ' t c aREIFFEN: Let me talk about waveforms as
original concept of efficient well as codes. When I previously referred
communication Wlog (1 + S/N), and all to I really meant by N the ratio of
that I wonder if anyone remembers that E"N3, 0

he proposed noise-like signals for actually J divided by bandwidth i a spread
,,spectrum system Because spread

achieving that capacity And I don't think pu sy Becas se
' he had jamming in mind. but we know that

jamming rather than the noise. In that
PN is a goody against jamming or has context of E b 'N we want to pick
been. Thinking now in terms of frequency
hopping, I think it has been quite popular produce interesting low Eb/Nj and weve

to use MFSK on top of frequency hopping I already seen that simple inelegant, non-
really wonder whether that is such a good Shannon-like MFSK achieves interestingly
idea. Of course it's simple enough, but low Eb/Ns in which case the quest for

why don't we go to hybrid PN frequency better designs really has to be motivated
hopping with the idea that the PN is a'- by the promise of lower Eb/N s, and I hold
Shannon type PN, for getting E b/N 0 if you b the omse o loe N0 an ho

b 0 that out as a hard-nosed challenge tolike, and that's also a crypto-type PN so anybody who comes up with ultimate
that it's not easily jammed. And as a
particular example, I'm thinking of the

. Ungerboeck "multiphase" codes which are OMURA: I agree with that. I think you
also modulations that have good Euclidean could come up with some better codes

h1o
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perhaps for M-ary alphabets but I doubt if with regard to the design of systems for
there is going to be much reduction in the 1990s and in the face of what we
Eb/N 0. know about the threats for the 1990s, if

WOZENCRAFT: Just to add a,iothar anybody asks me, I say, "In the lower

comment along those lines, it seems to bands design a frequency hopper, direct

me that where the search for good comes sequence makes no sense". When I try to

in. is much more into robustness in the look beyond and I think about what has
face of variations in operating come to me, at what seems like thefaeiof vritions in opetiNg ultimate problem, of detectability and
environment, targeting, I see no alternative but to use

* ~however defined against a particular treig e oatraiebtt s
thre. dthe full bandwidth the whole time. I don t

know how to do it. That's really the
LEINER: A general comment. This direction I guess my comments have been

discussion sounds a little bit funny to me. pushing towards. That's where research
It sounds as if everyone is advocating one should be. What can we do to make Lhat
particular solution that's going to solve all viable, because I think it has to be the
the world's problems As Mary was saving, ultimate solution assuming ,ve are still

. you really have to take a look at what the fighting the cold war.
right thing to do for the right environment OMURA: Just one comment about the
and when the engineer goes out there to
build a system he's got a certain set of list metric that I mentioned at the end of
userdr remets gt mcer set. Sofo my talk. Part of our motivation for that
usrrqieet o me.S o was to look at an environment where y¢ou
example,had multiple users perhaps with different
interferencesignal power levels, coming into a single
adaptive interference canceller, or some receiver where you simultaneouslysome sort of cancellation technique is
somet. sfor of can aton thnie nise demodulate, decoding many users at once.That kind of highly crowded environment
jamming, I guess it's wrong, except if you
want to use an adaptive antenna, which is where yo ral wan t lot ma
rightftusers in that same bandwidth, that was

the motivation for looking at the list
LX hopping may help you with narrowband metric. Rather than other codes. one

interference it may be wrong because you
have to handle some LPI considerations might want to look at how one might use

hthe inorato aboute thee enirnmn cosdrain
for example, or because you are worried the information about the envronment I

you may not want to use FSK for example am hopeful that this might lead to some

because of some delay. If you put all the improvement.
requirements on the system at once, WELCH: Could I ask a question of Joe'
you're going to wind up with nothing. So You were talking about the tail-biting
a discussion that says, this system is conversion of a convolutional code into a
better than that system, I think is missing block code in the decoding process. Were
the point. you suggesting that you double the

. STEIN: Right now we are in a symposium received data. you make two copies of !t
w w r l a t eand decode the double length thing anddire tn Whe tink of research then take a look at the better selection?

What happens if when you decode it isnt
direction, I think of something that may
have application long after I'm gone Right periodic. So when you get back to the
now I think there's more known than we same point in the data you get a differentow timessage bit?know how to implement. And certainly

•.. ,o *.. ***d~ .' . . . . * * . .
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ODENWALDER: The initial and final things you could do. You can look at the
states are guaranteed to be the same ending metric at the ena of the first path
The paths in the middle are not and see which one is largest. and trace
necessarily merged of course but that back. And there are all sorts of variations
doesn't mean you have an error. that you could use to avoid that speed
Occasionally you will have errors. There s factor increase. They use the same basic
no way around it. idea.

HUTH: One of the questions I have if POSNER. I'd like to ask a question of
you use the tail-biting argument like that Joe. Did you find the Golay code the first
is: Why are you using Viterbi rather than rate 1/2 code you tried or did you fiddle
say a maximum likelihood bit decision, around?
two-way recursion? It seemed to me that

ODENWALDER: It's been brought to mywould be more appropriate for what you re 1
doing. attention that Gus Solomon 2, has looked

at some of these and there may be some
ODENWALDER: Yes. you might consider of these around. It's my opinion that there

doing that But there might be basically probably are some other that are
continuous data that you have to decode, equivalent to the Golay code
as Nell as some other short data. I'm POSNER. You found it the very first

,*...' thinking of some military systems where,..'. code )

there are short messages as 'Nell as data
that's essentially there forever. If a Viterbi ODENWALDER No. I only looked at the
decoder is used for the continuous data optimum convolutional codes with
the short messages are most easily constraint lengths of 9 or less
accommodated using a similar path POSNER: And they weren t all Golav?

,*' . maximum likelihood approach. Only one of them was?

* .- OMURA. Also I don't think you buy that
- much by going to a complicated minimum optimum That te o l o ne b a t s

bit error decoder so why bother wth I optimum in that sense. If you. back off
dot thrornkcoder.sowhybotr ith in? E bfrom the optimum convolutional code you. j don't think it buys much in Eb/N 0 .

may be able to find another tail-biting
'- HUTH: There are other things besides Golay code: There's a good chance that

Eb/N 0 as weve discussed. There are some for non-optimum convolutional codes. you
advantages to using that code but it could find another one that's equivalent to
depends on the environment. I was just the Golay code.
questioning why you had gone to Viterbi RISTENBATT: In the spirit of what Stein
decoding when you could have gone to mentioned about the research directions.

=""the recursions. Joe showed one of thet e i J o o fthat tended to trigger me to ask, do you
applications where yOU could do both think there's any merit in new problems in
recursions. Most of the time you re not in codes, searching for codes to do the best

I a position where you can block the data
a oyb hjob in connection with adaptive arrays in
like that.

spread spectrum? Maybe this is a place
ODENWALDER: Actually in the decoding that coding people should be looking at.

algorithm there are a lot of variations you OMURA. I'd like to comment on that one
could u IOne of the reasons for looking at the list
more times and that's of course a speed metrjc is the following. Suppose you were
disadvantage. Your decoder has to operate"-"in an environment where you have
faster. If you're clever there are other

°0°o
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. " multiple signals in the same bandwidth. interference. You might be able to model
perhaps like an adaptive array antenna. the remaining channels as memorvless
you might be able to learn something because it's perhaps a jammer that's
about the channel conditions in terms of lumping around There seems to be a lot
relative signal strengths. For instance, if of room for research in those areas.
you take the extreme theoretical case OMURA. A lot depends on how fast the
where you have two transmitters but one
is near and one is far, and both using the jammer is moving around and how fast

r you can learn about the channel,G same bandwidth and the same M1FSK yu cn lanaottecan
s b d ns F conditions. Certainly for natural
modulation. Here just knowing the phenomenon like the HF channel. you send
distances (one is going to give you strong
pulse, and one is weak) you should be
ae twhich channels propagate well, and whicn* able to resolve them perfectly. You can
probably resolve 3 or 4 if you have exact ones don't and of course you wouid

transmit (hop) only in those bands that
information about the location and the
erllt adti"St propagate well. I had a Ph.D. student, in
e l t d i Sfact, study that for the HF channel and
question comes up to add noise and

then do a min-max problem to determine., -- random variation. ho'w much of that
,,om fhat's the worst kind of jammer in that

* additional information helps 'iou actually in e
the overall decoding process in resolving

*. .the different users. Like the aaapiive KRASNER. Of course the jammer wr.ould
receiver in the telephone channels ,vhere play a two-way game The jammer could
you have adaptive equalization, perhaps be stationary in some places and jump
one can start to develop a histogram. around in others.
learn about the channel propagation signal WELCH: Also somebody was mentioning
levels, develop knowledge of that. and use yesterday that there was a philosophy thdT
that knowledge to resolve the different it was bad to react to the jammer That is.

- users in the same bandwidth. That was the
motivation for this metric also. you set up your system so that whether

I oa fthe jammer is there or not. you don't want
KRASNER: I have an overall comment to let him know that hes.being successful

about this business about coding with LEINER: One clarification to that Its only
,. lower rate codes and so on. If you take bad to react to the jammer in a visible
'* .~ the frequency hopping environment, for

one thing, people are talking about way.

memoryless channels. I think that's a bad DUPREE: I have a very simple-minded
assumption. You consider the fact that you question about adaptive arrays and
have different types of interference and interleaving and so forth. My simple-
jamming if it's a heavy environment, some minded assumptions are these. that since
of your interferences are going to be we are processor throughput limited in
stationary and some of them are going to adaptation time in the present state of the
be jumping around perhaps. Ones that are art for adaptive arrays on satellites that
stationary, may not be jamming signals, we have to rely on interleaving to cover
maybe they are Ones that are jumping the gap between the time the jammer
around might be. What you would like to comes on and the time that we are fully

~i probably do is have some kind of process adaptive or we can suppress the jammer
to adapt your coding in some way to We have made the assumption that (a) the
basically not transmit data at those interleaver will fully take care of this time
frequencies that represent constant interval, i.e. if we say hypothethically 1/10

".
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second of interleaving time and
convergence time is required, that the
interleaver fully bridges that gap and
there's no loss or disruption in the
communication. (b) The next thing we get
to is, perhaps we can't quite meet that
design requirement and so the program
manager says," Oh well. it doesnt matter.
You're going to lose some of your
communication.' My question is "Is the
assumption (a) correct, and (b) is there a
disruption beyond the interleaving period,
that is. is there going to be propagating
effect in the decoder as a result of
perhaps not adapting within interleaving
time?

ODENWALDER: I guess if 'iou have a
long burst that gets through /ou rertainiv
could. The decoder could lose sync, if the
decoder actually does synchronization on
its own. For example. the decoder ,vould
have to know node-sync. If it does that
on its own and you give it a long burst it
could throw it out of sync.

WELCH: If anyone else has any other
question. we do have a free-for-all
tomorrow morning, at which time you can
ask them.
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- ;SESSION 4 - SPREAD SPECTRUM NETWORKS

* BARRY LEINER: to-end communication between the two
The end points requiring communications
The session this afternoon is spread They make use in turn of an internet layer

* spectrum networks, We've heard a lot which allows different networks to be
-- over the last couple of days about the glued together. This layer is dotted. That's

various different things you can do on a meant to indicate that there may be other
Sc ua lk a einternet entities in here such as gateways

" spectrum, ranging from antennas and"- s t , ng obetween networks. The next level down is
coding, signal processing, etc. What we the network layer. Each node in a network
are going to be talking about this has to implement some sort of network

* afternoon is how spread spectrum can be layer protocol which has to do with
used in a network and what the impact of routing and congestion, and basically how

* using spread spectrum in networks is on yo mvehedttrugtevais
you move the data through the variousboth the requirements for spread spectrum nodes in a network The network layer in

and the requirements for networking. In turn makes use of link layer protocols
particular the question I put to the panel which establish what may or may not be
is: In what way is a spread spectrum reliable but at least is communications
network different than the simple addition between the various neighboring nodes in

', * ,-. of spread spectrum and network ? What an network, nodes that can communicate
". -" synergistic properties happen that either,. y gc p hdirectly by the physical media which is the

. add or subtract from the capabilities you bottom layer of the architecture The way
* might expect to get when you have spread data flows through the network is, it starts

spectrum separately and a network out at the application level and wends its
4 separately ? The panelists and the talks way down through the various levels of•~ ~~o _ar, abu way hear areug liste here.evlso

you are about to hear are listed here the originating entity which in this case
*, - '... Figure 1 I guess what I'll do is just launch you might think of as a combination of

into my talk and then I will introduce each hos copt er a o riinatin g
spae sthycm"n host computer and originating
speaker as they come on. communication device. As it proceeds

What I'm going to talk about is through the network the data works its
layering in a spread spectrum network. way up to the network level and then back

" "The idea of a layered architecture at first down as it decides which link it needs to
" "" blush leads you to believe that you can go out, the next node etc. until finally you

simply slip spread spectrum in at the wind up with the end device where it gets
* appropriate level, namely the link and delivered to the application. Notice at

- physical levels, and basically not affect the these levels there's end-to-end
- network level and above. That's a nice communication between the protocols

°. naive notion. I actually hope to convince This is a nice theoretical model. By the
you that is partially true. As opposed to way, Barry Levitt made mention that he did
the ISO-layered architecture, this is what his curves on his IBM PC. I did this
you might call the Leiner layered viewgraph on my TOPS20 that sits
architecture. Figure 2 It's a six layered effectively on my desk via networking.
model and the notion is the following. If• -"Let me give an example. Figure 3 A

.- you view things in a modular way, data typical application that you may want to
- flows from an application to an application use communications for is electronic mail.

by using services of a transport level You want to transport it using an end-to-
" A which provides bit transport; reliable end- end reliable communication protocol, in a

,-- * . , %. .%* .".* • " ..o , , ., , ' .". .1 '#, ~~~~~~~~~~.. . ....... .. ...... ".. . .. ... ' ,......,......... . .,...•
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typical case that would be TCP It makes use of the spread spectrum

(transmission control protocol). The signaling to acquire synchronization. But
internet protocol we have as a DoD the synchronization isn't part of the data-
standard is internet protocol IP. The flow, it's part of the control of the link of
network protocol in a packet radio network the physical media. Similarly, neighbor
which is the prototype example I'll be tables are used to control the carrier-
using throughout my talk is called CAP. At sense multiple access. A protocol we've
the link level we use something called got intra-network within packet radio,
carrier sense multiple access. This is a called SPP station to packet radio protocol
way of getting through on a particular link makes use of the network protocol to do
when neighboring nodes are sharing the the control of the network itself. The data

'" channel. At the bottom level we have doesn't flow via SPP, this is all control
- spread spectrum. We start out with an packets GGP gateway to gateway protocol

application called mail, the packet gets makes use of IP to talk to the various
- encapsulated in these various protocols, gateways. That's all nice and theoretical.

gets transmitted over to the next node Now let me get to the subject of the talk.
using spread spectrum, the link level
protocol makes sure that you can get to do in packet radio successfully (since
across, the network level protocol tells the program is ending this year), is to

_,...you where to go next and you work yourwyu whreooekour combine the packet switching technology
way through. that we demonstrated initially in the

This model leaves out one thing. i.e, ARPANET with wideband broadcast radio
the control. Figure 4 The next thing we technology. Figure 6 Wideband meaning
really ought to talk about is what I've spread spectrum, broadcast meaning
dubbed the dual layered architecture. It is omni-directional. What a packet radio
layering of the data-flow, and layering of network is is a set of nodes, all identical.
the control architectures that support that Figure 7 Each of these little circles is
data-flow. For example, at the physical meant to indicate a packet radio with its
level, spread spectrum, you have to top half the radio unit, the bottom half the
control that physical media somehow At digital controller, and what you do is you
the link level, carrier-sense multiple would attach devices to packet radios and
access, you have to have some control, you can attach terminal devices (not
understanding who your neighbors are so terminal=keyboard, but terminal=end). You
you know who to -communicate with. At can attach controlling elements called
the network level you have to have stations. You can attach host computers
packets that flow throughout the network which are also terminal devices, or you
controlling the network, establishing can attach gateways to other networks
routes, flow-control, congestion-control, Sometimes you don't want to attach
etc. The internet layer needs a similar anything, you need a pure repeater
requirement. To make that a little clearer, because of the particular topology, for
let me use some examples. Figure 5 example, the particular geography you're

If you recall, the physical level down working with prevents you from'. I yo rcal, hePh~icl eve dwn establishing connectivity between the
here was spread spectrum, one example of establishing c ectivity betweenthephsca otrltaths"oocu s groups of radios separated by a mountain.' 'physical co ntro l that has to o ccur is Y u c n o o a y h n i h n t o k n

*l synchronization. The synchronization You cannot do anything with networking
snto ineped n hrad to overcome a mountain in the middle of

doesn't occur independently of the spread your network. Packets flow through the
spectrum signalling it occurs on top of it. network according to the routing protocols

'-S
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etc., in each particular area the radios are are going to be developing something
all in connectivity, but this radio for called the low cost packet radio.
example is not in connectivity with this Motivations of low cost radio was initially
one so it needs to use a repeater. that in order to test a network of a

The management of that network thousand nodes, we had to buy a

with its mobile subscribers and broadcast thousand radios and we couldn't afford a
capabilities is what the packet radio thousand high cost packet radios. So we

program was all about. In particular, Figure needed low cost packet radios. But in

8 the features we have in a packet radio-,- " things simply we decided to make the
are a packet switched store-and-forward
network with spread spectrum radios Let problem a little more complicated and add

me jump down here since the topic of the in extra capabilities in the low cost packet
radio. I'm glad that was done otherwiseconference is spread spectrum, we use

spread spectrum anti-multipath we wouldn't be able to have the program
.proedig setrm epati- iat w called survivable networks Figure 10 The

processing. Let me emphasize, what we
have in the current packet radios and enhanced capabilities will permit

*. that's what I'll be getting to to make my experimentation with large robust

point, is the current packet radio are networks. In particular, the thing we are

spread spectrum but they're spread going to be trying to do is develop the
network management control strategies

-,' .-.. spectrum in an artificial way in that they thtw yo manage aontrk ta,' that allow you to manage a network with a
have fixed codes. They have the same
code for every bit and it's repeated ad high degree of robustness. How do you

nauseum. So it's spread spectrum in terms manage something like that ? How do you

3 of waveform but it's not spread spectrum control the spread spectrum, etc. ? How do

in terms of any sort of protection we you tell when there's a threat that you

normally think of in terms of AJ or LPI. need to respond to.

You have to assume that the enemy is We've talked a lot about the low
* going to know your code since it's fixed, cost packet radio. Figure 11 This thing is

. embedded in a SAWD. So this is a good about 400 cubic inches, costs about S10K,
way to look at what comes along as weighs about 12 lbs...nice radio. If you
baggage with spread spectrum and all its looked down these features here you will
associated control versus what you have see most of the features are the same as
when you have a basic network that's built the current packet radios for example, not
up of everything except the actual spread low cost, but MSK modulation, L-band, 20-
spectrum capabilities. That's why I'm using channels, bit-by-bit code changing is a
packet radio as an example. significant difference. (I'll talk about that)

We are launching a new program but multipath accumulation, dual data, all

called survivable radio networks Figure 9 the stuff is pretty much the same. We
-.,have a much more powerful
and the idea behind survival radio
networks is how do you take a network microprocessor.

- •. and make it robust in a large variety of In particular, the additional features
threats and how do you have it handle Figure 12 we are building in to the low
very large networks like thousands of cost packet radio are: bit-by-bit spread
nodes. Obviously spread spectrum is going spectrum code changing under software
to play a key role here, otherwise I control. That means that the software, the
wouldn't be talking about it. What we are network level, gets to select what

'" ::" trying to do are two things First of all we spreading sequence we use in every
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packet. It can be based on time, it can be changes every bit throughout here. Among
based on receiver, it can be based on the parameters it is selected based on, is
some DES output. In fact what we really time, in particular, time-slot. As we move

- do is we take the output of the DES chip through this time line, if the packet started
and use it as the spreading sequence, and in the time-slot k we would use the code
what controls the sequence is the key i.e. sequence that corresponds to that time
the initialization vector, that goes into the slot. Since it's never the case that a
DES chip. So we really have a lot of particular radio transmits more than one
control there, pseudo-random codes. packet in a given time-slot, what we
Another interesting property is that we've effectively have is a completely non-
built in the capability to select the code repeating code from every radio, and if we
sequence that gets used throughout the allow the radio ID to be used in the
packet in the preamble of the packet. That selection of the code also. we have a
means we can have a set (actually 8), completely non-repeating code through

. different code sequences and in the the network. Very powerful, but how do
preamble of the packet we get to choose we manage it ? In particular, this is a set
one. How do you manage that ? How do of technical issues. Figure 14 If you take a
you use it for CDMA ?How do you use it look down this set of technical issues, you
to establish virtual channel through the will see that probably half of them are
network ? These are the kinds of questions related to how do you manage a network
we have to address. The clock is useable that has the capability of changing the
for code sequence selection. What that spreading keys in a networking

, means is it is accurate enough so that we environment ?
can change codes at up to every 5

. milliseconds and still maintain enough hes e are trk manageentime synchronization so that we don't loseaddress.
Figure 15 Although the statement of the

data at the boundaries of the guard times. problem is how do I design a large
But how do I maintain network time survivable network, half the issues wind up
synchronization to do that ? Another being, how do I manage a network that
control question. Forward error- has the capability to do changing codes,
correction, I'm really generating these spread spectrum. How do I manage a
codes at random and I've got a multiple-"-" spread spectrum network ? Not how do I
access environment. Occasionally you are build a spread spectrum link. certainly we
going to have two users transmitting on can do that. In fact, although we've chosenthe same code even though you are a particular spread spectrum technologygenerating them randomly. There is acgeraing probaiith ra y the goisg ao here, all of these questions apply equally

• ' certain probability that that's going to
h .r i to any of the technologies that we've

talked about. The bottom line, I think I'mneeded to take care of that, in addition to trying to convince you of is that in terms
everything else that everybody has talked of support for data, the actual data flow
about. To do all this fancy network through the network, it is probably true
management we obviously need a that you can take a nice clean layered look
powerful microprocessor. at the architecture and say that you can

Let me give you an example. Figure build the network and have routing and all
13 This is what I call a time-slotted code those kind of nice issues, and support data
operation. The code sequence is repeated flow through the network very nicely, even
in the preamble, just for synchronization, if the links are spread spectrum. That's
since this is only 28 bits, and then not the issue. The issue is how do you
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control those spread spectrum links on a
network-wide basis.
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Layered Architecture

Application Applicatio

Transport Transport!

Internet k, Internet I

Network Network Network Network

Link Link Link Link

Physical jc~ Physical ~-.Physical Pyia

Layered Architecture
(Example)

Application Application
(Mail) (Mail)

.1,

Transport Transport
(TOP) (TCP)

Internet Internet
(IP) (IP)

Network Network Network Network
(CAP) (CAP) (CAP) (CAP)

Link Link Link Link
(CSMA) (CSMA) (CSMA) (CSMA)

Physical Physical Physical Physical
(SS) (SS) (SS) (SS)
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PACKET RADIO
A SYSTEM COMBINING

PACKET SWITCHED TECHNOLOGY
AND

WIDEBAND BROADCAST RADIO TECHNIQUES

V. FIGURE~

PACKET RADIO NETWORK
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PACKET RADIO

System Features

- Packet switched store and forward network of
• spread spectrum radios

- Radio channel access control using Carrier Sense
Multiple Access (CSMA) protocol

- Adaptive routing and network management and
" :* control

- Distributed/decentralized network control for
survivability

- Internetwork capability
W Automatic transparent initialization and operation

.N. - Spread spectrum anti-multipath processing

SUrvivable RAdio Networks
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SURAN

a PROGRAM OVERVIEW
Develop and procure low-cost packet radio (LPR)
with enhanced capabilities to permit
experimentation with large survivable networks

Develop and demonstrate network management
and control algorithms to permit operation of a

-'a large network in the face of a variety of threats

Investigate vulnerabilities of networks to
sophistIcated network-based countermeasures,
and methodologies for eliminating these
vulInerabilIities
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A Low Cost Packet Radio

Additional Functionality
. Bit by bit spread spectrum code changing under

• ..- software control (DES based)

" Ability to select code sequence in preamble

- Clock usable for code sequence selection

:; ". . Forward error correction

v More powerful microprocessor with additional
- " memory
. FIGURE 12

q Code Changing Timeline
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SURAN

TECHNICAL ISSUES
-Development of low-cost packet radio having bit-
by-bit code changing, forward error correction
and enhanced processing capability

-Management of large mobile network with
distributed control

-Management of network with spread spectrum
code division multiple access capability

:- -Protection of network management and control

Dissemination and updating of spread spectrum
code keys

- Operation in a threat jamming, node capture, etc.)
environment

Operation in a radio silent or LPI mode

-3 countermeasures based on networking
technologies

"" FIGURE 14l

SURAN Net Management

Issues

*Management techniques for very large networks
.(1000 nodes) with large fraction of mobile nodes

- Survivability and graceful degradation

- Code slotting/time synchronization

- Key distribution and maintenance

- Code division multiple access operation

- Protection of network control

- Distributed support functions (e.g. name servers,
network monitoring)

- Threat detection and responses

- Type of Service

FIGURE 1.5. ', ...
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CHARLES GRAFF manner of soccer, rather than football.
This creates a bit of a communication

Viewciraph 1 I'm Charles J Graft. problem for us to work on.
• from the US Army, CECOM, CENCOMS The

title of my talk is Spread Spectrum Data View-graph 4 I should mention
Networks. I'll be talking primarily about another issue that we really shouldn't
real-time data networks as opposed to forget about in any tactical system is that
spread spectrum technology. That has of security, and its implications. The
implications that I think you'll see as my requirement for access control in a
talk progresses. First, a bit of motivation military system, key-distribution for both

* and background as to why the Army is the communication security as well as
"" " interested in this topic. Transmission Security (TRANSEC), and of

" 2hcourse the usual military orientation of
Viewgraph 2 TRADOC has evolved a light weight, low power, low cost.

concept of tactical warfare called Air Land
Battle 2000, which describes the way the Viewgraph 5 Barry Leiner talked
US forces may fight in the year 2000 and about bit-error rates, and probability of
beyond. There are some very interesting successful transmission, and power etc.,
technical challenges to the communication but from the user's viewpoint, he cares
community as well as giving us a concept about these kinds of issues, as shown in
of tactical operations. Viewgraph 5. What is his end-to-end delay

in getting his messages through? What is
View-graph 3 Basically the concept his probability of success, i.e., what is the

indicates a large number of users They probability that the link is up, or that the
don't explicitly say multi-hop, but they do ne twork is up or ther are

say spread out to survive. That implies to also the usual issues of survivability and
*",me, you have an arbitrary topology, and as h sa suso uvvblt n

m yu vaatrtlya reliability. This is where the user is coming
you can't site relays as you desire The from, not the link level, or the bit-error

*: "" network connectivity, that is who can hear rate level, or whatever These kinds of
whom, must be assumed to be a strong questions are what the user is interested

function of time because user terminals in

are in motion, and you want to be able to

communicate while you are on the move Viewgraph 6 I have a similar chart to
' Relays or terminals themselves may be out Barry's regarding the networks. since it is

of operation or down for one reason or a networking seminar I have a little
other, and you have to pay attention to different view of the world. Everybody has
jamming the environment as well. These their own version of what a network
three factors contribute to a connectivity model should look like. I have two here
change in a network, and I'll explain the My version of the DARPA model has 7
implications of that as I go along. I instead of 6 layers. The ISO (International
mentioned before the need to disperse or Standards Organization) is an organization
to spread out is now one of the critical that tries to provide some standardization
features in the tactical operations The in the area of communication networks
implication of that is that you want to and they've developed a 7 layer or level
have a degree of survivability in a network model. Basically it is a model similar to
control. The typical kind of picture that the DARPA model What we are concerned
they show is a military unit of some type, about here primarily is the communication
separated by some distance from other subnet which basically is from transport
units of the same force. Thus, the analogy layer down which includes these bottom 4
is that the battle will be fought in a layers I would like to show how dynamic

_,oi
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spread spectrum affects both the network remote processes, and the more traditional
layer and the transport layer to an extent. message passing or electronic mail. This is
That's going to be the focus of my talk the kind of communication environment
here. that we are working with.

Viewgraph 7 Just a little more detail Viewgraph 8 I want to emphasize
will be given about each one of these again that the driver for all of this is what
layers. The physical layer is normally what the user sees at the end-to-end level, and
one would think in terms of signalling, in that's reflected down from the transport to
terms of pulse rise time, fall time. the internet layer, from internet down to
modulation, that kind of thing. The link network, from network down to the link
level basically has as its goal the layer and the physical layer. So it provides
integration of these various bits or signal a top-down driven approach to the
units into a link or frame; channel access problem.
of various types - carrier sense multiple' ',.-Viewgraph 9 You are trying to satisfy
access (CSMA), ALOHA, is performed there,',,,,the user's requirements or needs as he
and with spread spectrum modulation you perceives them. If you take all these things(CDMA.Thnetwrklaerwichrceabo e s them Ifo at u whake altese things
can perform code division multiple access and look at what that means from a
(COMA). The network layer which is above communication network point of view, you
that performs the integration of these find you have a network of some arbitrary
different links, which are spread spectrum
controlled, and maybe having dynamic topology as shown here. The goal is toa otold n ab aigdnmc providcomnctobewealpir

power control on them as well, into ade communication between all pairs
network of a multi-hop environment. The of nodes as required for a multi-hopinter-network, as Barry also mentioned, is environment that is perhaps changing
ine-etok s ar ls"etond s connectivity due to jamming or other

,-"the integration of these different kinds of cnetvt u ojmigo te
- - teitgainfthsdifrnkidof conditions. An additional complication is

networks into a network of networks For that th acu reirnt fortrffic"'; that the actual requirements for traffic
example, you could have a spread
spectrum network which uses code loads aren'g at clear. He (the quser) only

division multiple access or frequency has a feeling about what his requirements
:".hopping integrated with a on-opit are, and that has implications toward how

ayou design the system. Certainly nobody
' 1.v long haul network which is a backbone has d nerstadn ofrthe traffi

network, and by a proper protocol layering has a good understanding of the traffic
,*,' patterns in the dispersed environment,=jtechnique you could make that kind of a pten ntedsesdevrnetwhich is what is implied by Air Land Battlesystem operate. That's the advantage of a 2000. Due to the changing battlefield

layered architecture, you can see what connectivity, we need a dynamic control
kind of function has to be done where, and c n e t o con eed co dynaion.
partition the problem into a sequence of
small subproblems. Finally, the uppermost ViewgraDh 10 The point of all this is
communication layer, the transport layer, that we have a networking problem and
provides source and destination the technical approach from the R & D
communication between basically user end community is to look at two types of
processes in a computer. A process is adaptive network control, with network
simply thought of as a computer program management level and also adaptive link

* that's running somewhere in one machine level. Network management as I'm calling
or microprocessor. The type of it here, means that we are considering the
communication service provided by the dynamic environment to be a critical driver
transport layer includes the familiar IPC (or and, as Barry pointed out, we are
InterProcess Communication) between interested in developing control studies for

A's.
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particularly these kinds of layers (Network decision on. The point of "almost all"U Layer and Link Layer). means that any routing algorithm will find

* Viewgraph 11 I'd like to talk a little the path or several paths between two

bit now about what that really means. I arbitrary network users, provided that a
will give a little quick view of the network path exists. The question is if there isn't a

Sloopath, is there some way to make a path by.. i layer. I would like to talk about one type

of function performed in the network layer, slightly altering the connectivity?

i.e., routing. That's probably the easiest to Viewgraph 14 I mentioned before the
understand. connectivity matrix; the viewgraph shown

Viewgraph 12 Think of what routing here describes specifically what's in a

.,. implies. You have to first figure out what typical connectivity matrix. Basically you
the connectivity is, and the connectivity is could have a Boolean variable, meaning

link or no link, which is the simplestidetermined by the link characteristics
* which are spread spectrum modulated and representation. You could have a delay

controlled. Once you figure out what the estimate of what the traffic delay would be

connectivity is, you usually do some kind using that particular link. There is another~measure, traffic intensity or X,, a
of path computation. Basically this is to thrgpt estim tesiy ir X f
fidIsto ik ha o a s og throughput estimate basically, in terms of
find a set of links that you can use to go keeping the link busy or heavily utilized. Or

• from an arbitrary source to desired
destination. Once the path is computed,
each packet may be forwarded toward the parameter which combines several other
det o wfunctions into some kind of routing metric.* ~- destination with the complete route, or Thus, the spread spectrum link, with its

only next hop address So these three

phases are generically thought of as the link performance of delay, throughput, and
. rrerror probability, will have a direct impact- routing process I'll show how the link

on the routing metric.
, ', characteristics affect basically these two

kinds of function (i.e., the connectivity Viewgraph 15 I want to mention a
* assessment and the path computation) in little bit about distributed control of the

the routing layer. spread spectrum link because it has an

Viewgraph 13 Typically, you can impact on the topology. Think of a

think of the one hop connectivity of users network as something very simple like this
in a system as stored in a matrix form..An in the upper diagram. Two nodes, i and j,
entry here could mean that this user canem
er hhas a full routing matrix. Typically the way
talk to this user here, or user i can directly• - ommnicte wth serj. Tereare the routing process works is that you have
communicate with user j. There are to send updates telling what the topology
algorithms which are well known and wellsv is between these two nodes which can
understood about how to find paths communicate. Obviously, if node i is three
through the network based upon any
criteria you want; from single source to all hops away from node i, the informationreceived is old by three hop times or three

.- destinations is known as Dijkstrats
. .' algorithm of minimum cost, you can use update periods. So there's a potential

a"tinstability in terms of the routingi.an "all pairs' algorithm to find the

minimum cost links between all pairs. You algorithm because the information that
can minimize utilization in the highest this node (i) sees may be old because the

"loaded link as another optimization criteria, connectivity may have changed, on the
lae l,%i extreme left or right side of the network.There are many different possible network
parameters you could base a routing Just suppose that you had an adaptive

kiU
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spread spectrum link which you could delay but it's basically one-hop. However,
" control the power on, or the adaptive anti- a node over here which is more than onp-

jamming (A-J) on the link; you could hop away has not very good knowledge
maybe collapse or expand this kind of a about this link. So the question is how do
network (upper figure) into this network you organize these link type parameters
(lower figure); you now have a lot of one- and variables into something that makes
hop neighbors, which make the routing sense from a network level where the
problem a little easier because now you routing is done. And that's a question I
are one-hop away. But it creates other don't have any answers for.
problems in the sense that now you have Viewgragh 18 The other possibility of.to keep bigger tables, and some systems course, is if you do have some control of
you can lose throughput due to packet this spread spectrum link in terms of
collisions, because these links may power and A-J you may want to generate
interfere with each other. So it's not more one-hop neighbors, in the sense of
obvious how to find an optional solution using a directive antenna to pick up this
to this kind of problem. The point of the node (c) as opposed to not hearing him at
matter is that, with an adaptive spread all, and that certainly has an advantage in
spectrum system, you do have a potential terms of obtaining a richer connectivity.
for coverting from this kind of picture Ai, these parameters are link level, spread
(upper) to this kind of picture (lower), spectrum control which you may be able

- Viewgraph 16 Here are some of the to control somehow and they all impact
adjustable parameters you might be able on the routing and the connectivity matrix.
to adjust on a link by link basis. You could That's basically the thrust of my talk here.
adjust the power if you can figure out how Viewgraph 19 If you do have this
to do that optimally in a network sense adaptive spread spectrum link control, the
You could adjust the antenna gain or connectivity matrix is somewhat under
directivity and you could do some network management in terms of adapting
tradeoffs in data rate/A-J performance. the topology slightly to suit your needs
You could also do something with the You may or may not have two-way links.
coding gain. The point of the matter is you You may have the opportunity to use
want to optimize the link performance on independent parallel paths for source to
a network wide sense rather than on a destination and/or different reverse paths.
one-hop or link basis That's kind of where The connectivity is also a function of time.
we are hoping to go. as I mentioned before, in terms of user-

Viewa-raph 17 Given that you have motion, of terminals and obstruction of
this one-hop path from A to B, it's not terminals in the jamming environment, or
obvious in a jamming environment, a whatever. Whenever you have adaptive
stressed environment, that the link is routing algorithms, you have to be
symmetric, that is A to B or B to A have concerned with the stability, and what is
the same kind of characteristics. So there's the situation for steady state; or will there
a potential for some kind of control that ever be a steady state in a very dynamic
has to be passed around the system. But, environment. - These are some of the
on the other hand, if you are only sending questions I see in terms of adaptive
traffic from A to B and A originates the spread spectrum link control as it appears
traffic, his routing decision is fairly simple. at the network level.
He just knows that B is one-hop away Viewgraph 20 Here is a very brief
from him. It may be a long hop in terms of on e g 20mma r e is a be f

Sone-page summary. We need a better
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4 understanding of adaptive distributed
algorithms for basically these kinds of
things as listed on this viewgraph. For
example, the preamble control, key
distribution for spreading codes, and an

" assignment of paths for a relay You have
to generate some kind of a link metric that

40 makes sense to the network layer for a
;.Q. '., spread spectrum system, as contrasted

- with the simple delay metric often used
Stoday. You do have the ability now by

having some control over the link level, to
make the topology somewhat adaptive to
your control, if you can figure out how to

.' do that in some optimal sense For

*, example, an articulation point is a node in
*.- a network, which if you lose that node,

you have the network now as two
separate pieces and cant communicate.
Such a network is not very survivable. We

% . - know of algorithms that will add additional
. "links to enhance survivability provided you

make the link physically occur there, either
by increasing power or using directional
antennas. Similarly with bifurcated routing,

* .* - . if you want to generate independent

%. .- ~ parallel paths for survivability, you may be
able to add additional links, so that parallel

paths result. And of course, the final issue
.is performance. After you've done all this

adaptive control, does the increase in
performance justify the complexity in
hardware/software? These are only a few
of the questions- we hope to try to
address.

Thank you for your attention.

*,4 449%
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YIEWGRAPH 1
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4. ALB 2000
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FROM END-USER VIEW
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~VIEWGRAPH 9

NETWORK PROBLEM
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U VIEWGRAPH 11
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VIEWGRAPH 1
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VIE'IGRAPH 15

CONNECTIVITY MATRIX

s

TYPICAL PATH FINDERS

* SINGLE SOURCE - DIJKSTRA ALGORITHM
(MIN COST)

* ALL PAIRS -

, MINIMIZE UTILIZATION OF HIGHEST,sO LINK

"ALMOST ALL" ALGORITHMS WILL FIND A PATH FROM A TO B IF ONE EXISTS

r. VI EWGRAPH I

TYPICAL CONNECTIVITY MATRIX INFORMATION

1. BOOLEAN (LINK-NO LINK)

2. DELAY ESTIMATE (SEC)

3. THROUGHPUT ESTIMATE (BPS)

4. MULTIPLE DIMENSION (PWR, PE .....

? / I * * -



252

I " HOP VIEWGRApH 15
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GIVEN THAT A LINK CAN BE MADE ADAPTIVE, HOW DO YOU CONTROL IT IN A NETWORK

SENSE?

I. MAYBE L(AB) L(BA)

2. AAB'40AB - ONE HOP FORAB TRAFFIC

3. IJ - AB HOP "OLT INFORMATION

, VIEWGRAPH 18
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A - BC II1TERFEREZICE MAY OR
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"\ N ON SYSTEM
S \ 'CHARACTERISTICS
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BARRY LEINER: Our next speaker is network's users in terms of their
John Olsen of Hughes Aircraft Company, communication requirements. Any user
Ground System Group. He is the may suddenly have a need to
Department manager in charge of the communicate with any other user in the
Advanced Data Links and Network Systems network and that need has to be very

" department. He received his Ph.D from quickly accommodated.
USC in 1978 under Bob Scholtz and he has

" spent 10 years at Hughes in anti-jam really the theme he wanted us to get to

communications and data links with
concentration in the last 4 years in anti- was what happens if you put spread

jam spread spectrum networks. And he'll spectrum and networking together, and

be talking to us on networking in a tactical why is the sum more than just a simple
environment. sum of the parts? My point of view is that,
"vr n if you put spread spectrum and networks

JOHN OLSEN: As Barry mentioned, together, you get exactly that. a spread
what I'd like to talk about is networking in spectrum network. What I mean by that is
a modern tactical environment By a with a network, if you just add a data link
tactical environment I mean a ground radio which is spread spectrum, what you will
communication network, a network which get is the same network with some
may contain thousands of radio terminals improved communications capability, one
These terminals are characterized as being that is in particular more immune to
in very irregular and rough terrain, having multipath. It has more reliable
very low antennas in the terrain, and communications and it is less subjective
therefore can be expected to have very to non-intelligent interference. That's the
limited R.F. connectivity. Not only is the key point of it. What I want to say is that

* connectivity very limited by the rough spread spectrum and net management will
terrain, but also by the fact the users are get you a spread spectrum network, but
in constant motion in the irregular terrain, does not necessarily give you an antijam
which causes the connectivity to change network.
very radically and dynamically. On top of The reason for that is, we are not
this we have also the effect of jammers, dealing with just simple, white Gaussian
which will strive to limit, and change as a noise at a high power level from the
function of time, the connectivity as much Iammer. We have to deal with a very
as possible. In summary, there are two intelligent jammer that may try to spoof
aspects of what happens to the the network. Not only in terms of spread
connectivity which the net management spectrum in locking up a single receiver.
has to deal with. First is that it's limited I'm talking about spoofing the entire
from the terrain masking in addition to the
jamming itself. Second that it's changing setror rea I d say a anti-.,,. spectrum, or really I should say an anti-

*..-. very quickly. jam, communication network the premise

Other factors that are very infludntial that we have to operate on is that the
to the net management design in this enemy knows all the aspects of the
tactical environment are. (1) you have system. We must assume he knows every
users that are constantly turning on and detailed piece of information on the design
off, and when a user turns on it must be of the system, including your spread
accommodated into the network very spectrum waveform design, your PN code
quickly, and (2) you have very rapidly generator, the details of the error control
changing needs of the communication coding, etc. We must assume the only

4.
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thing that's denied the enemy is the keys, your expectations? A key aspect of
the cryptographic keys for the system. In monitoring and control is the management
fact you'd have to even plan that. and of the cryptographic net. This is the
accommodate into your network design function that supplies you with a truly
and your network management design, anti-jam network, including spread

• very quickly the enemy will probably have spectrum that works to what you
a working unit of your equipment, meaning anticipate it to be and also a network that
it will have a complete unit with a works the way you expect it to in spite of
cryptographic devices at least intact, the intelligent jammers. And to accomplish
maybe not the keys. that, what gets into the network design is

W wno rls g that you have a partition variable mode of:., :-.What I want to say really is, to get
to an anti-jam network there are really 3 operation. There are two aspects of this.
compone andanti-m northere fre iy of One is what's called the traffic variableco m po nents, and not 2. The first o ne is of wh c p r v d s t a mi io se u ty ( ewhich provides transmission security (the
course spread spectrum, that's necessary

N![ to have some links that will work in the
environment. If you don't have spread What this allows the networker to do is

yu otae pa have all the units available for relaying4, . spectrum communications you may not
have any working links Secondly, is the network information. That simply allows

automatic network management that them all to be communicating with the
v. same spread spectrum waveform. Althoughprovides all the relaying and resource

Saoe nyou generally want to be able to have all., allocation required in the network. The

third item that is essential to put those
two things together and obtain anti-jam is opportunity in the network, you do not

a security architecture. However, this is necessarily want them to have access to

something that I really can't get into in your data. The message variable is what

very much detail here in this unclassified will supply the network with the actual

session. protection of the information from source
to destination because very few of the

Slide 2 I'd just like to say some users have the need to know the
words that will start you thinking of how information That gets us into restriction of

* important it is to have a security the access to the information by dividing
architecture supporting both the spread up the network's users into what's called
spectrum and networking to make an anti- communities of interest, and there are
jam communication network. certain requirements on size of these

So what is a tactical net communities. By the way, one thing about
:--.: concentrationen f researchdandtcertainly the restricting information that becomes key

when we start looking at distributed,''concentration of research and certainly the ne w r al o i h s s to k p t e c n r l,'.[,'network algorithms is to keep the control,-,more interesting aspects of netmore in e esi g as e t o e inform ation off a global net that every
management (that have received by far the
most research interest) are the network user has access to. That's subject to be

access protocols and the routing and spoofable, certainly more so

.. relaying algorithms. But this is really only The control and monitoring aspect
a small portion of the networking problem. includes apparently simple but practical

_'.- . One of the most important elements of net things that we have to be concerned with.
I management is really the control and the For example, the counting of the security

monitoring aspect. How do you know how devices as these are classified pieces of
. well your system is performing and how equipment. They have to be accounted for

do you control it if it isn't working up to at all times. Accounting for a security

-. Y
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device on a battlefield environment is a developing anti-jam networks.
significant problem. In addition to the Slide 3 The next subject I would like

to talk about is really changing the
accounting and also control of the access subject. That subject is, how do you
to the keys. That brings me to the
question of how do you get the keys out characterize performance of a network of
='-"''...•a spread spectrum network? If you have a
there? You probably have to change them sple dat net a po-t-pin

frequently because you may have one of spea tr rn st and-receir

yourspread spectrum transmitter and receiver
ytourk unieature .e allior teair you can characterize that pretty well. Younetwork feature we call "over the define a threat, you may have a pulse
rekeying i.e., you don't want to have to
s mu e ajammer at a certain rate, and you can go.,'.. send someone out there to load the truhsm acltoskoigti

varabls ito nit Its jst mprctial, through some calculations knowing thisvariables into units It's just impractical, spread spectrum waveform has certain
just think what could happen if the key parameters. The result of the analysis
loading device were to be captured. You would be of the form that you'd expect
also must include as part of this that 50% message throughput at a certain

monitoring function, how you detect if a

compromise has been made. You have to signal to jammer power ratio, and then
have syou can go to the lab and readily measurehave some means built in to your system it. But when you get to a network, first off

to detect compromises and also to make
you have a significant problem even

corrective actions if there is a compromise defining what is meant by performance
suspected, like capture of a unit In a There are all different ways of
suspected compromise situation there's
not much you can do other than to rekey characterizing performance. And secondly,

the net, with the exception of the terminal how are you going to test network

suspected of compromise. These are the performance Are you going to go out with
your thousand terminals, go out in thetypes of things that are essential to really field and tell everybody to do a certain

making the network practical so that you thing and be able to control the exercise?
can actually put it out in the field. You We've found in the field testing we've
have to get in and address these problems done that there's no way of getting

and have a sound, spread spectrum repeatable experiments. We have run small
V design, network management design and tests with 10-15 people. We tell them to

the security architecture that complements go out. that they will see an X on the
the other two components I don't think I road, and to go there. They get out to the
can really say much more than I've already location and they look around ... "Hmmm,
said on this subject in this unclassified it's a hot day and there is a shade tree
session. over there. I'm not going over to spot X.

My goal of introducing the security I'm going under the tree, it won't make a
and monitoring aspects was only to give difference." And the whole test. the
you a flavor of some really important and controllability. of it is lost. By the way.
practical problems that are often simulations can frequently be used to
overlooked. I think the spread spectrum characterize performance of large
technique aspect per se is pretty well networks in a more controllable fashion
covered. Also routing algorithms are in The first problem I've mentioned is
pretty good shape but it's really putting how fine quanItve ystem

those items together and having a system
t a o r e i uperformance measures. First off there are
that hangs together and really is secure in different performance measures that youa hostile environment that is the key to

'p.'
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might come up with that make some destination as shown on the diagram, then
sense. For example, the percentage of the what would be the minimum relaying
communication requirements that are required to accomplish communications
satisfied at a given time by meeting the with geometries shown for the
throughput requirements and the response user/interference environment. By the

• time or delay requirement. Something else circles I've tried to indicate what is the
very important is that if you have a major communication region that is feasible for
transient in terms of connectivity or user the receiver/transmitter with the given
requirements onto the system, how quickly spread spectrum capabilities of the
can the network adapt to accommodate waveform. (The communications regions
the changes? That's a separate measure are not at all circles, but this point I will

" . that you might come up with. get to in the next chart.) Mr. Cook's paper

- But what I want to get to really is gives you some very interesting insight
t what e avantge o eadapyie into what is the advantage of spread.what is the advantage of the adaptive

networking? What does it buy you to have spectrum with automatic relaying. But it's
a spread spectrum network? How can you limited in that, to get some closed form

define what the advantage is if you had type of results, he had to assume a certain
just a spread spectrum data link and now geometry to the jammer. with the jammer

you add networking onto it? What is the and all the relays in a line. and he also
k wassumed free space propagation loss, an"networking worth in terms of should you 2

• "'"r 2 type of loss which is obviously a
go out and argue for 10 times more s et o swi bous a
bandwidth to get more spread spectrum somewhat dangerous assumption for

- improvement, or is it automatic relaying charatin a gond tcia
buying more than increased bandwidth or
increased transmitter power would do for interesting results were obtained.

%. you. If you had spread spectrum without Slide 4 The right type of results
networking and then added the networking were obtained as you can see, this is a
on, but had the same threat, the same curve right out of Cook's paper. The
user requirements then how much more factors on the abscissed, called the
jammer ERP could the network handle for system survivability, here indicates what
the same delivered performance? That the spread spectrum is worth. It takes into
would be a quantitative measure of the account the ERP and antenna gains,
increased performance due to networking. bandwidths and processing gain, all those
For example, the network may be capable type of things. Then parametrically, is the
of operation in the face of 10 dB more different curves for how many relays you

, jammer power and still meet the user are allowed to have in the system, and
requirements. then on the ordinate is what is the

T w a e t 1 resultant system performance. You can," There was a paper in the 1980
Tra n "" Csee by looking across the curves that the;= Transactions on Communications, an newrigswotqueabtFo

pqinnetworking is worth quite a bit. Forindividual from MITRE, a Mr. Cook came up• . ..- example, if your system had no relaying
with a way of characterizing the relative capability but had a system survivability
advantages of spread spectrum techniques"-'factor of 10, whereas if you had a one

"-" and adaptive relaying. The title of thea d e y h i frelay capability, you could reduce by 10 dB
paper was "Optimum Employment of
Communication Relays in an Interference the processing gain and still obtain the

same performance you had without the
Environment". If you specially wanted to rayn Thaye of impo t is
communicate from the source to the reayintting.
?*, ..- ,really interesting.

oh
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I understand from Barry that he has that there's often several units that
also obtained similar results as to what's provide links of significant length and in
in this paper. The results are not the right direction. You may have only a
surprising but it was refreshing to me that few directions where you can get out very
someone had tried to really quantify the far but there are so many units out there
performance advantage of relaying. that there's bound to be one in the "good"
Obviously it's limited to a certain directions. It turns out that there are
application but it's a good start. I believe if frequently very many links that are

* you try to apply these results to a ground available to use.
environment, I think that it will give a very So this funny little pattern on the

,,limited and weak lower bound. TheSotifunltleptrnnthlimitedande wa lor bound the diagram is trying to show what an actual
J''--performance of a network is much better comnatnrein igtb.Ifct

than that predicted by this bound, I'm sure.fact,
we have seen in the field tests, that in fact

Slide 5 Look for example at a the network linking does look like that.
network deployed on the ground with an These systems typically have a display
air-borne jammer off in the distance trying where we can actually see what the
to disrupt your network. Your units are network linking looks like in real time. You
very randomly dispersed on the ground might be at first surprised by the way the
with low antennas With Cook's model, you linking goes. It doesn't necessarily go in
simply try to come up with some sort of what might seem like the shortest path.
an average communication radius and not The networking utilizes links that are
take into account the effects of the terrain, actually working and not what you might
you get some sort of circular apriori think. So it may go all over the
communications region. Again this region place to get from a network source to a
indicates that only the unit within the destination. I think in all of the field tests
region you can communicate with. These that they've done against deployed
average radius regions are typically very jammers, the terrain has shown a very
small and therefore it takes an extensive significant effect in shadowing these
amount of relaying to reach the other side ground users and really giving an increase
of the deployment. But in fact we find out in system performance.
that, and this is verified by field tests, you Slide 5 This brings me to some
may have a communication region thatlooks something more like the highly conclusion of what might be some topics
irrguloos smethg ren l the igh. for unclassified research, however, I'm
irregularly shaped region on the diagram. afraid maybe some of the areas I have on
You might justify this figure to yourself by my list could only be questioned in
noting that he's protected from the sufficient depth in classified research.

II jammer behind a hill and that he could These research topics, however, are all
communicate with any user that's clearly very relevant to anti-jam communication
shadowed by the hill. The key point is that
even though the average radius might networks.

agree with that predicted by some of the I just talked about how does one
, models, there's many links that might work characterize network performance. That

that are much greater in length than the seems to me something that could be held
average radius. Another factor of the real in an unclassified environment. As long as
world is that you have so many available you keep away from the exact

-' links to choose from and they are by no characteristics of specific system or
means constrained to fall along a straight specific threat you are O.K., you can
line. There are so many units out there usually be safe if you talk in generalities.

-4
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You actually can use quantitative numbers propagation loss at a given point in time.
as long as it is not tied into the The second thing is how quickly is it
capabilities of any system or any defined changing. That's why I'm concerned with
threat. what I call spatial correlation. If the unit

But a key element of quantification moves, how quickly does its propagation

of the anti-jam advantage of networks in loss change, it is a very key aspect for

fact the second area that Bud Graft started modeling how quickly your network's links
to get into in his talk, is the dynamic  are switching. In addition there is foliage
ntor intorinc ta is h a loss, a whole other realm. The ground."- network performance. Say you have a

large community containing thousands of based units are right out there in the

terminals out there and it's come to a trees, and that's a big propagation problem
at any of the frequencies that we've beensteady state. Then you have a major talking about here.

connectivity transient, for example the
jammer just turns on, and what does it do The next item here, development of
to your network. I don't think that in terms distributed net control algorithms, at least
of these large networks anyone's has in my view, there's been a lot of good

' really quantified dynamic performance. work done here. However, I believe one
significant problem with distributed control

Another important point is the is trying to get the security aspect into it.
capacity of the network, especially spread On o te thins aut itit

". spectrum networks. With spread spectrum

networks you have several different algorithms is that they rely on everyone

-. available dimensions, like the code having access to the network control

dimensions, the frequency dimension in information, and that's dangerous in terms

addition there is another dimension that of being subjectable to spoofing.
people may not think of which is the Again I would like to suggest that

, . space dimension. When we have a large emphasis needs to be placed on the
geographical network, you can have control and the monitoring aspects of net
different units using the same management.
frequency/code space simultaneously, and

<..5 they won't interfere with each other. There has the last imporhave thing that
, is a big capacity reservoir here. So gotten very important to us, but may

-'not at first sound like it's particularly
quantification of what is really the communication-related, is network multi-
cpty, ierm of were desut level security. If you have a terminal that

- system break down, can be quite difficultinto
You can put so much source traffic into hstodfeetdt ore oigit
te nt o a th q s ion tr i w en it, for instance one may be an unclassified
.. tsource while the other may be a secret
does the delay start going up significantly? source w do ou anle heThssoldpoetob nexeln source, how do you handle the
This should prove to be an excellent segregating and separating of the data so

.- uthat the data classification levels are not

I'll mention again that the problem violated? So you have to come up with
that really binds us in trying to come up designs that support a multilevel security
with quantitative performance network architecture. What the future

- characterizations of the ground networks holds as a solution to multilevel security
is the propagation modeling. The models problems is what is called trusted

.. just don't support the type of analysis we software. That might appear to be the
''.".",' need to perform. There are two aspects of strangest thing to have on an unclassified

this. One is the absolute level of research topics list, but I think that most

?., o'
,.."...
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of the work that's been done on trusted
software turns out to be unclassified.
Previously this work was under the
auspices of the National Security Agency,
and I believe it's very recently been
effectively moved out of NSA into another
organization of the Department of Defense

- called the Computer security center. I
understand the intent of this separate
organization is to emphasize that they
really want to reach and interact with the
technical community on the subject of
trusted software.
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N NETWORKING IN THE MODERN TACTICAL ENVIRONMENT I HUGHES

SPREAD SPECTRUM + NET MANAGEMENT ANTI JA', NETWORK

p * INTELLIGENT ADVISARY

". o ENEMY IS ONLY DENIED THE 'KEYS", WILL ATTEMPT TO SPOOF NETWORK

."ANTI-JAM CorIUNICATIONS NETWORK HAS 3 CRITICAL ELEMENTS

0 SPREAD SPECTRUM

9 NETWORK MANAGEMENT

* SECURITY ARCHITECTURE

* - SLIDE I

% 4

TACTICAL NETWORK ?ANAGEMENT I H G E
L -- -- -- - -- -- -

-4

o NETWORK ACCESS PROTOCOLS

* ROUTING/RELAYING ALGORITHMS

• NETWORK CONTROL AND MONITORING

o MANAGEMENT OF CRYPTO NET

" PARTITION VARIABLE OPERATION

o TRAFFIC VARIABLE (TRANSEC)
o MESSAGE VARIABLE (MSEC)

. RESTRICTION OF ACCESS TO INFORMATION (COMMUNITIES OF INTEREST)

* KEEP NETWORK CONTROL/MONITORING DATA OFF *GLOBAL' NET

" ACCOUNTING FOR SECURITY DEVICES

" ACCOUNTING/CONTROL OF ACCESS TO KEYS (i.e., OVER THE AIR REKEYING, OTAR)

* DETECTION OF COMPROMISE (e.g., CAPTURE OF TERNINAL)

* CORRECTION OF COMPROMISING SITUATION
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QUANTIFICATION OF ANTI-JAM ADVANTAGE OF NETWORKING :HUGHES:

e FIRST PROBLEM IS TO DEFINE QUANTITATIVE SYSTEM PERFORMANCE 4EASURE

* e.g., 2 OF COMMUNICATIONS REQUIREMENTS SATISFIED (THRU-PUT, RESPONSE TIME/DELAY)

* e.g., RESPONSE TIME FOR NETWORK TO RECOVER FROM MAJOR JA.%'ING TRANSIENT

THEN COULD DEFINE AJ ADVANTAGE AS THE INCREASE IN JAMIER ERP

THAT COULD BE TOLERATED FOR THE SAME PERFORMANCE AS ACHIEVED WITHOUT NETWORKING.

* NETWORK AJ QUANTIFICATION APPROACH OF R.E. COOK*(MITRE - BOSTON)

°" SOURCEDSI.TO

"-' UNT' UNIT

Rj 

R2

. "OPTIMUM DEPLOYENT OF COWIUNICATIONS RELAYS IN AN INTERFERENCE ENVIRONMENT,

IEEE TRANSACTIONS ON COMMUNICATIONS, VOLUME COM-2
, 4"1. 9, SEPTEMBER 1980.
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ANTI-JAN' ADVANTAGE OF NETWORKING IN A GROUND
ENVIRONMENT IS MORE DIFFICULT TO QUANTIFY --------

.HUGHES

HILL

% %

AVEAG
W?1JfCATIONS
RADIUS ACTUAL

COI19U'IICATIONS

SLIDE 5REGION

TOPICS FOR UNCLASSIFIED RESEARCH RELEVANT

:HUGHES

TO AJ COMMIUNICATIONS NETWORKS --------------

: .: .,-,/ ":'-',. ..... ... -.... a

*NETWORK PERFORMANCE

9 QUANTIFICATION OF ANTI-JAM ADVANTAGE OF NETWORKING

9 DYNAMIC NETWORK PERFORMIANCE

*CAPACITY OF NETWORK (SPACE REUSE FACTOR)

*PROPAGATION MODELING

o SPATIAL CORRELATION

e FOLIAGE LOSS

DEVELOPENT OF DISTRIBUTED NET CONTROL ALGORITHS WHICH ARE NON-SPOOFABLE

o CONTROL AND MONITORING ASPECTS OF NET MANAGEMENT

o NETWORK SECURITY

a MULTI-LEVEL SECURITY NETWORK ARCHITECTURES

o 'TRUSTED* SOFTWARE

SLID
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BARRY LEINER: My understanding is second for voice are going to absolutely
that the C-Groups, the computer security dominate the bits per second of data, so
group that John just alluded to, is part of we've just forgotten about data for the

- NSA but they have a charter to make sure time being and are looking only at the

that they communicate better with the rest voice problem. To do that we're assuming
of the world than NSA traditionally has. time-division multiplexing on the

'. transmissions using parameters which
Our final speaker, last but not least trnmso uing arameer whic

is John M. Wozencraft of the Naval seem to be typical for vocoded or CVSD
Postgraduate Scfhool. He graduated from voice, a millisecond per slot using about
tM r de i12 slots per frame. Each conversation goes..4, the US Military Academy, West Point in

on of course for many seconds, so each
1946 and joined the Signal Corps of the.=.frame you've got to come back and send
US Arm were oMTihe eartil .e another millisecond devoted to a particular
then went to MIT in the EE Department conversation, and within that millisecond
and stayed there till 1977, and he's* you have to compress the data for the
currently at the Naval Post Grad School wol fae time W ae uiga vortua
working in areas of command and control
Today he'll be telling us about a time- circuit approach. I think we relax that soon
Totdy he'llabllgi g fr a t ai to see if it makes much difference but theslotted algorithm for packet radio virtual circuit seems like a natural way to

go for a voice dominated traffic anyway
JOHN WOZENCRAFT This work was We are assuming that blocked calls are

done in conjunction with a thesis student. going to be lost rather than queued for
Carl Tritchler, a captain in the Marine simplicity. A point which John Olsen just
Corps. He did a really outstanding job of made which I would like to reinforce is
programming to get the simulation going. that we started this work a few years ago
Let me explain quickly to you what the by trying to ask what the propagation
problem and some of our assumptions problem is really going to be and we are
were See Figure 1. I'm indebted to the fortunate in having a terrain model of the
preceding speakers who have covered a Fulda Gap in Germany, which is an area
lot of relevant material that I won't have that has been studied intensively from a
to spend time on. First, our view of the military point of view. This terrain model
problem is that the military want to talk. enabled us, since we had foliage as well
I'm not convinced that they need to as elevations, to make some reasonable
except maybe psychologically, but estimates of what the propagation losses
certainly they want to. Therefore, the would be for a reasonable physical
approach we have taken into looking at deployment of military forces on the
spread spectrum networking is that there's ground And since most of the students
going to be a voice requirement even at involved happened to be Marine students
the very forward echelons, and that the we ended up with a rather anomalous
military probably isn't going to be able to situation of having a Marine Amphibiois
afford two different communication Brigade deployed in the- interior of
systems, so that it seems worth a certain Germany, but I suppose stranger things
amount of effort on our part to see if one have happened.
can accommodate voice communication Anyway, it doesn't really make that
within a packet radio spread spectrum much difference. Early on, we tried out a
network format. When you do that the bunch of different deployments, actually 3
traffic volumes which we believe are fairly
r ai tsdifferent successive positions, unspecified,." representative indicate that the bits per
,." as to whether we were advancing or
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withdrawing, but 3 different successive code division multiple access techniques.
p positions. The conclusion which we As outlined in Figure 2, we are assuming

unfortunately reached was that the whole that every transmitter has it's own
system faced a very real and a very severe pseudo-noise sequence which is unique to

, mutual interference problem; i.e., with the it, i.e. it's a one-time tape and every
" kinds of bandwidths which you could sequence is picked randomly from

reasonably expect to have available, with everyone else's and the law of large
H the kind of deployment and the kind of numbers applies. So unless you've got bad
. terrain you could expect, and with the luck, you can in fact receive several

number of people talking you could expect, different transmissions at the same spot
the channelization of traffic was such that on the ground simultaneously. On the
there were some very big transmitters other hand you can't transmit at the same
which were going to be jamming a lot of time you are trying to receive, and you
very little transmitters. can't transmit to more than one intended

Most orecipient at a time in the model we are
sin Msten haf then o ichd we'e ne t considering. What we are trying to do is tosince then has been aimed at trying to inrdeito he oungaoihm

-,introduce into the routing algorithm,
- figure out how one might be able to get

away from that problem. Our normalization provisions both to adaptively
has been to assume that every transmitter accommod the cosonthin the-- , network, and also to control mutual
transmits at whatever power level is

,=interference by minimizing the total• necessary in order to have a received itreec ymnmzn h oaamount of energy that's transmitted over
energy per bit of 1 Joule. So there's very the network. The (artificial) network we aregdefinitely power control here. We'ye looking at is not the Fulda gap one, it's a
normalized on the receive end instead of l i tt syno t e Neto k, snice little symmetric Test Network, as
the transmit end. Clearly, if you then" decide to up your transmit power shown in Figure I Typically we are
deie o u yu rasi pwr thinking that if the nodes represented
uniformly, keeping with that convention,

say from 1 Joule to 10 Joules, you haven't military installations on the ground they
would be in the order of 2 to 5 kms. apart,

affected the mutual interference quite close together, with the premium
characteristics of the network. You have bing cl o t r , ith t premium
gained A-J protection by 10 dB and you being puteonatransmittingmateasslowea
have lost 10 dB of low probability of power level as otherwise makes sense.

* - intercept protection. Basically, our view is There are two basic kinds of
that what you want is to have an problems we have to worry about. One of
operational parameter which says to you them has to do with putting the energy
for the network as a whole whether A-J is minimization into the algorithm, and that
more important or LPI is more important, has to do with the routing. First however,
and adjust your power accordingly. But let me cover the concept and assumptions

- for all of this, if you don't get rid of the which we are 'talking about. I've mentioned
mutual interference, you've cut your a good many of these already. We are
margin for both AJ and LPI down. assuming that each node can hear and

indeed monitors each of its neighbors, so
Whatwe id n tis artculr pece he knows when they are transmitting. He

of work that I want to talk about today he knows the de notwnt to
• . therefore knows that he does not want to

was to see if there is some sensible and
reasonable approach to getting relatively transmit to them when they are already

transmitting, because they won't be able
high traffic density consistent with voice toarmhim. Wecare assumin t yo are

traffic across a simulated network using torig eethugial the time
monitoring everything all the time

e- _te
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although you only accept traffic which parameter in the simulation. k=1,2,3,4 were
indeed is directed to you, either for the experimental values we tried.
delivery or forwarding to another node. The question of how to do the
And we are making the usual assumptions routing remains. We used a standard

Sthat the traffic is Poisson distributed, minimum distance approach using Dijkstra
geometric in length, and evenly distributed kind of algorithm, with the calculation
over the network as far as source done off-line independent of the
destinations are concerned, simulation. How often the min-distance

The connection algorithm which we calculation was iterated is again a
are talking about is outlined in Figure 4. parameter of the simulation. We were not
You think in terms of a simple little trying to look at fast ways of doing the
network as shown there, the toy network calculation, but rather were trying to see
with 4 nodes. We assume that a call whether the general methodology has any
arrives at A and is destined for C and that merit or not. As indicated in Figure 5.
the routing algorithm says to try to go to however, there are two things to be
B. There are 3 different kinds of service considered: One is the link congestion, and
messages that get passed in establishing the other is the link loss. For our model
that connection. R1 tells B what slots are the link loss (based on our Fulda Gap data)
available at A to transmit to 8 R2 tells A ranged between about 80 dB for the best
what slots are available at B to transmit to links and 140 dB for the worst ones. Thus
A, and R3 assigns a slot for transmission there's about a 60 dB dynamic range in
from B to A. The algorithm is pretty what was called "useable" links to include
simple. A tells B in RI, when A can in the network, which is very much larger
transmit. B doesn't know that, because B than the dynamic range of the link
doesn't know in which slots A is already congestion. To combine the two. we
receiving. That's why you have to send proceeded very artificially. We just took
that information. B picks out the best A to 128 bins and assigned the links to bins
B slot and tells A to use that one in R2, randomly, according to a finite, geometric
and also tells A which slots B is receiving probability distribution. Whatever bin a link
in. And then A selects what slot he wants fell into was taken as the link loss, which
B to transmit in and that locks up the A/B was therefore a positive number between
(two-way) connection. Having established 1 and 128.
the link from A to B, B will play the sameu.: The link congestion was also done in
game trying to establish the B to C link. he ln hcongest w o dn wi
Thea very ad hoc way, just coming up withT-ehsingis that isheay mptar to something which would work. The basic
emphasize is that the attempt here is to ie a ofn u o ayrcie.; idea was to find out how many received
try to get high traffic density, and slots in fact, would be compatible between
therefore we are exploiting in this model. -. the two nodes; if there were a lot of those

- the fact that one can in fact receive two then the link was uncongested. We
or three or four different transmissions wanted to put these two distance
from other nodes in any particular slot.

measures (loss and congestion) togetherEach node will therefore try to assign a wtascal ngsottw n the

" transmission slot to his neighbor which with w fllo we low net pas
will fall on top of traffic that he is already uncongested. we followed low loss paths,
receiving, thereby keeping as many slots and only when the links got very

congested would you start using the
clear as possible. The limiting value, k, of co se links We d tat using a

Iossier links. We did that by using a
the number of signals that are allowed to
be received in a single slot is a variable
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congestion measure was normalized to lie of offered traffic for which a circuit was
between 1 and 128. For low congestion established. What seems significant is that
the distance assigned to the link weight the static and dynamic routing numbers
grows at a low rate and therefore the don't differ a great deal. Figure 8 shows

" effects of the loss component are more the average number of virtual circuits
significant. For high congestion there is a which were active at one time. The
steep slope going up to 1024 instead of network is starting to saturate with 10 sec

* up to 128, so that the congestion clearly call durations. We are getting only 55 to
dominates the loss at the high end of the 75% of the calls through, and are handling
congestion scale. It is the sum of this about 13 calls on the average at any one
nonlinear function and the loss which is time. Things are very much less saturated

* 'then the distance assigned to each link, with 5 sec calls and slot depth 4; you
and which then enters into the Dijkstra might figure that about 8 or 9 calls the
algorithm to give minimum distance effective throughput attainable with this

. routing. network over this range of statistics. Again

The real thing we wanted to find out there is not a great deal of sensitivity inthe data which Ihn fin encurteng Theid u

is whether this procedure was very the data, which I find encouraging. The
sensitive, whether it worked at all well, small variations between fixed andntewhether it seemed like a reasonable thing dynamic routing I think are explicable in

wheter t seme lie a easnabe ting terms of the fact that with fixed routing.
to investigate further, and I will now show

"" you very rapidly a very large variety of the average number of hops is smallerSseemingly uninteresting data. Figures 78f9 With dynamic routing, when you get
seeingy uintresingdat. Fgurs 78,9 congested you try to go around. When youThe data is, however, interesting from my try to go around you use up more hopspoint of view primarily because of the fact and t o on g the e tw or w osand therefore congest the network worse.

that it indeed does not show any very
- great sensitivities to anything. This It seems clear that the question of

encourages us to think that schemes of how you do adaptive dynamic routing is
this sort deserve further consideration and intellectually non-trivial. It ought to be
further work, although certainly they are a making things better, and in some sense it
long way from being settled. This shows does, but in another sense it makes things
you some of the parameters which we worse because it makes the congestion
looked at. We could update the min- worse. I think the rationale for the dynamic
distance calculation every 1, 3 or. 5 approach is that in fact you don t know
seconds The average call durations were what the statistics are. The stationary

• either 2 or 5 or 10 seconds, and we had a routing may be preferable if you happen to
. . number of channels which could be know what the statistics are, and if you

received in any one slot equal to 1,2,3, or can optimize the routing for them. But if

4. Finally, we had 3 different break points you don't know what they are, or if they
' ., on the nonlinear function, which varies the keep changing, clearly you can get in a lot

relative weighting between the loss of trouble. You've got to adapt because
propagation effects and the congestion you don't have enough knowledge to do
effects in the routing algorithm. As a anything else.
control we used a static routing which The result which makes me happy
was always via the shortest number of

hops whch i resonbly los to about our experiment is shown in Figure 9,
U hpswhih s rasoaby coseto which indicates that without effecting

optimum for the situation in which all the thi ch in the othertparaeters
things very much in the other parameters,

traffic densities between every node pair the dynamic routing achieved a noticeable
are equal. Figure 7 shows the percentage

. .... . - . %
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decrease in the average energy required to
go across the network (energy being
measured in terms of these bin numbers.)
So we did succeed in our objective of
routing the traffic via the better paths
without increasing the congestion, on the
average, noticeably in the network. We
conclude that schemes of this sort seem
promising, although a great deal of
additional work is needed. In particular,
what is needed is the beginnings of a
fundamental understanding of the
performance attainable with "optimal"

* dynamic routing. Without such
understanding, it will remain hard to say
whether results such as those presented
here are really on the right track or not.
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"- PROBLEM DEFINITION

VOICE CONV4NICATION DOMINANT PROBLEM

DATA SENT IN INTERSTICES

., . TiME DIVISION MULTIPLEXING

* 1 MSEC PER SLOT
* * 32 SLOTS PER FRAME

" EACH CONVERSATION OCCUPIES A PARTICULAR
-~ SLOT IN EACH FRAME ON EACH LINK

VIRTUAL CIRCUITS

* PATH AND SLOT ASSIGNMENTS

ENDURE UNCHANGED UNTIL END

OF CONVERSATION

* UNSUCCESSFUL CALLS ARE LOST, NOT QUEUED

NEED TO CONSTRAIN TOTAL TRANSMITTED POWER,

IN ORDER TO

e MINIMIZE INTERCEPTION & D€
V. a MAXIMIZE JAM RESISTANCE

OBJECTIVES4
. TRY AN ADAPTIVE CMA PACKET RADIO ROUTING
ALGORITHM

. . EXAMINE EFFECTS OF ENERGY MINIMIZATION

. . FIG. 2

CONCEPT ,ASSU mcS

EACH NODE XwsT* USING A DISTINCT PN SEQUENCE (CM)

lNODES CAN

0 XMqT ONLY ONCE IN EACH SLOT

,i.-

• " •& ,CV UP To K TRANSMISSIONS IN EACH SLOT,

PLUS ONE SERVICE MqESSAGE

, e Rcv ONLY IF NOT TRANSMITTING IN SAME SLOT

A NODE HEARS EACH OF ITS NEIGHJBORS'TRANSMISSIONS,

BUT PROCESSES ONLY THOSE ADDRESSED TO IT
(FOR DELIVERY OR FORWARDING.)

. POISSN TRAFFIC, EVENLY DISTRIBUTED OVER NETWORK

, I
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FIGURE 3

Test Network

ICamCTtak ALmi ThI

CALL ARRIVES AT A FOR C
PER ROUTING ALORITMN. BEST IPEIGNUt IS R

* RI NSG LISTS ALL A0 B SLOTS AVAILABLE AT A
* I2 NS2 ASSIGNS A * 8 SLOT, AND LISTS

ALL " A SLOTS AVAILABLE AT B
e R3 m AssiGs B I. A SLOT

ALRTh
e A xmTs Ri TO I IN FIRST WUTUALLY AVAILABLE SLOT
* B SELECTS BEST A - B SLOT, AND XIIITS

R2 TO A IN FIRST MUTUALLY AVAILABLE SLOT

- A SELECTS BEST I - A SLOT. AND XmTS
SR3 TO B IN ASSIGNED A iSLOT

4Qc, NODE A ;SLOT
WE B 0o SLOT

NODE C T . SLOT

: 4; 4 .. ::.:a.:*'. %4~ %* 44 4 - 4
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i qMIN IMUM D!ISTANCE

lb~uTmG AuagmETN

* Lim Loss

REPRESENTS ENERGY LOSS OVER LINK.

BINS NUMERED 1 TO 128
EACH LINK ASSIGNED TO A DIN IN

ACCORDANCE WITH A FINITE GEOMETRIC
PROBABILITY DISTRIBUTION, WITH
STATISTICAL INDEPENDENCE

BIN NUMBER IS TAKEN TO BE LOSS L

LiLLm CoNcm
, X = MAX TOTAL NR OF POSSIBLE RCV SLOT

ASSIGNMENTS AT THE TWO ENDS OF LINK

- 2 * Nit OF SLOTS * STACKING DEPTH

Y - TOTAL NR OF COIIPATIBLE RCV SLOT

ASSIGNMENTS AVAILAAL. AT THE

TWO ENDS OF LINK

z - =Y* 128X

LINK CONGESTIO A C - F(Z)

WHERE F IS A NON-LINEAR WEIGHTING

LLKffLimANF I DL +c

FIG. 6

D'L9

0. - eak Point

lts

IN NMBCRl

Link Veolht Iln YalUes and the Break Points
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- "~ SPREAD SPECTRUM NETWORKS

.DISCUSSION

LEINER: I'll take this opportunity to STEIN: For absolute values, but if
read the first question. The question is, people are going to advocate different
"Why don't networkers take more seriously concepts, and the only other kind of
the oft heard line that there are three evaluation is going to be gut feel because
kinds of lies, white lies, damn lies and you have nothing to back it up, I think
simulations. My point is that some of the relative performance in simulations that
simulations seem awfully artificial " people can agree have some of the right
Perhaps the other panelists have a kinds of features, it ought to be a lot
comment. What I'd like to say is, I better than nothing.
personally happen to be very skeptical OLSEN: That's true but often you can
about simulations but I believe there is do a combination of generic modeling and*., some value when you are trying to analysis that gives you a better
understand some global issues that would
change my understanding or trying to get understanding of what's going on than an
an understanding of what's going on. But analysis alone would.

"

to use them to predict the performance of STEIN: I'm not sure I believe that
what you might get in the real world is OLSEN: I'd like to comment on that I
very dangerous. don't think that pure analysis could come

STEIN: How about relative up with predicting any kind of performance
*performance of different concepts. of a complicated network in a dynamic

LEINER: I still think that's the same environment. It's just too compiex a
thing. :problem to do an analysis. and

simulations, I just cant think of anything
STEIN: Still think they are other that can give you a first cut feel of

dangerous? You've got a better way to do are you going down the right a-pproach. I
it? can't go along with going out and coming

LEINER: Yes. Sometimes. It really up with the design and going into

'- depends. M experience has been that manufacturing of a system without having
often you can build the system and test it a quantitative feel for how it's going toofe yucn uldtesytm n es t perform.Btwehrtesmlto you
in the field before you can get a

simulation that's accurate enough, up and make your initial decisions on, whethersiultin that'seccratte eoug uperance that reflects exactly what the performance
running to reflect the actual performance in the field is, I doubt it very much. The
you'll get. problem ae traditionally are confronted

LEVITT: The problem with the field with I brought up during my talk, that's the.test is, is it repeatable? Can you duplicate propagation modeling which is such a

the test and get the same results? major factor in predicting performance.

LEINER: And the problem with the The propagation modeling could easily be

simulation is, does it reflect what the off by a factor of 2 in terms of how
I' situation you actually see in the field is? I quickly the links are changing or how

think you need both is the real answer. many links exist. But one of the things we
But I n ycan do is feed back results from a fieldo, But I think relying on simulations is very tetnoousilaostoryocret
dangerous. test into our simulations to try to correct

the modeling inaccuracies in terms of

""V."."' 4 
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what propagation we experience in the typically communicate) may also change
field. We are seeing in our field tests that with time and as the battle progresses.
our propagation models that exist right LEINER; The notion of internettig
now are very pessimistic in predicting and having a common user network

.',, what an airborne jammer does to a groundwadtem. ani a n eadoe t aigrund doesn't mean that the particular units have
..%* based system. This is because the simple tosbriaehireqrmns.Ty

models only characterize the terrain, and
can still have their own organic

typically this results in the jammer's free communication. What's important is that
space loss to community, which is very

those networks can be internetted with
pessimistic in terms of the jammer's other networks so that in addition to
effectiveness in jamming the community. supporting their own organic location
What we've seen in our field tests is that requirements they can support the
in fact the terrain does quite a bit more to requirement to communicate with units

help for the ground community in masking
,. the community from an air-borne jammer.

"" II.EINER: Thr a lamming environment
WOZENCRAFT: I would hate to make

all the mistakes I've made in the how can you sense the channel in order to

lid simulations in real hardware first. I think determine if the given channei is or isnt

when we go to make the hardware we 11 in use?" Larry, who were you addressing

make enough additional mistakes then. My that to?

- view is that you are certainly going to LARRY: Anyone.
need both. Wherever you can put field WOZENCRAFT: I think that if you are
data into the simulations you are talking about MFSK. you can look at the
obviously way ahead._b l wempty channels and see what the average

GRAFF: I have a question here about energy is in them. If the average energy is
one of my viewgraphs. It says. "Here in Air bigger than some number or is changing
Land Battle 2000 someone mentioned fairly rapidly, something is happening, and
dynamic net connectivity, and your talk it's probably jamming or other
described network." That should really interference.

. mean dynamic network connectivity. So LEINER: I think there are two ways

theLNR newr thinktvit ther aregin twowts
-the network connectivity is changing not In addition to sensing the channel which I
the net is changing. Does this mean that think you can do in some cases for
the Army is willing to support the notion example if you have AGC and you check
of independent organic nets to getting all bit sync and you have some sort of
their communications via a common user

-"-network.' I don't know how to answer that agrtmwihst r o n ae
Snd wnlook at the state of the world as it's being

question. Needless to say, the Army does"° " eedto efie eedlins fr Ar Lnd perceived, perhaps you can tell whether
.J need to define need-lines lir and the difference between interference.

Battle 2000. The current need lines are jamming and noise ane lust now signal.
need lines which have been defined over But in addition there is the question of
the past and that's what the current whether you need to sense whether the
systems are being built towards for channel is busy or not at all. For example

-1 fielding. What I described was a technical if yo us an A o p proocl. you
,, , if you use an ALOHA hop protocol, you
concept of a potential spread spectrum don't sense whether the channel is busy.
network for the ALB 2000 environment. you just transmit. The way you find out

Additionally, the network connectivity may whether you are successful is if you hear
change, but the net (i.e. the people who

A an acknowledgement later on. So there's
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a case where you don't bother sensing the LEINER: No. you don't, it just never
channel at all. In a sense that is more comes through the matched filter. If the
.robust". matched filter just sits and listens for the

MIS" Icode that is right for that time slot, and" '"MILSTEIN: If you do have a scheme

where you need to sense how do you do the time slot is short, ... Actually we:" : :should move this discussion off-line.
it. That is to say, how accurately can you

do it if indeed you're being jammed as PURSLEY: One problem of that is
well as if in the process of sensing you that he can simply regenerate, retransmit
sense the jamming as well as a possible that code if you are not changing it fast
other user using the channel you're enough, he can relay it around the
anticipating using. network. It's just a replica of your own

LEINER: Oh, in other words, how can code that you've transmitted. I think it's a

you tell the difference between a true user real problem with CSMA in direct

and the channel being used. That you can sequence.

do because you can tell the difference LEINER That s actually why we chose
between energy and bit sync. That 5 milliseconds.
combination will allow you to tell the PURSLEY: Yes, but it actually has to
difference, do with the geometries of the jammer and

OLSEN: I would tend to disagree the communication links and whether or
with that. I would think any information not he can simply delay and then relay
that you require for net management that back to you and lock up the network
algorithms to know whether the channel is with your own code, your own signal.
being used by your system or not is WOZENCRAFT: I don't see any
infeasible in terms of being too highly reason not to consider in principle at least
subjectible to spoofing. I don't think CSMA

situations in which you have one-timeis appropriate at all to use in an anti-jam keys. If we are talking research for 10network. es fw r akn eerhfr1
n r years from now, my guess is that's going

LEINER: Are you saying that you to be economically feasible. In this case I
can't develop an algorithm that's non- don't see there's a problem.
spoofable that can tell whether there s PURSLEY I don't understand. how
jammer or not that's an interesting point? does one-time key get you out of it?

OLSEN: Assuming. as I stated that WOZENCRAFT' Each node has its
the intelligent jammer knows everything own key stream, its own pseudo-noise
about your system other than your keys. sequence, and that pseudo-noise stream
he can pretty well mimic your waveform
exactly, never gets reused.

PURSLEY: If we have multipleLEINER: Suppose you have to have terminals out here who wish to have

the right w aveform in order to get bit capabl s o f r ansm i sh to oa e

syn. orexmpe n pckt ado ou capabilities of transmitting to onesync. For example in packet radio you particular receiver, then how would you do
have to have the right code to get bit that? Is he going to have multiple receiver

, sync. that has been transmitter oriented?

OLSEN No. He's still going to lock WOZENCRAFT: The received station
you up until you determine that he's r)t is going to need a copy of the key of
the real system. every transmitter that he wants to receive

%"%
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from. spectrum, of course you are trying to keep
lPURSLEY: For possible the data rate down. Whenever you

PUra ste For evry psignificantly increase the communications
tst requirement in terms of baseband

WOZENCRAFT: For every possible bandwidth. it's going to cost you in spread
transmitter that he wants to receive from. spectrum improvement.

LEINER: Question for me. "What is Even 1200 bits per second voice is
your code validity interval7" The answer to still a large requirement on a network
that is it's downline loadable over the air because you have many users trying to

- is the concept. I'm not sure how to answer share the channel simultaneously. Voice
- that question. That depends on what we has a limited application but certainly I

i'.~," 'finally end up setting our algorithms to. don't think you'll see a radio spread
"How do you achieve initial spectrum communication network that will
synchronization?" We have algorithms for provide voice interconnection of all users

.~' cdoing network time synchronization that in a battlefield.
were developed in the context of another

,' "., radio that we developed. I'm not sure that LEINER. I can see an application in
Sthey will work all that well. I think that overlaying if you have a.data network ana
area needs a lot of work. Not just the you need to support a limited amount of
area n s lvoice on it We've demonstrated that to do

' . initial synchronization but how do you
m i t n e hLPC or even 16 kilobits CVSD for us but as,' " , maintain a network in close enough time

synchronization so that you can do this you say, it's going to be a very imited

time-slotted operation that I described all number of effective conversations

through the network. The notion is you GRAFF: It's certainly no problem to
achieve initial synchronization by basically, accommodate into the network.
it's a matched filter, and you can just STEIN: I'd like to comment on that
sweep back in time. The other thing is we because I've heard the voice, or no voice

haveus tim-samin onar the packets sonovochave time-stamping on the packets so going on for so long. Obviously in the
that allows us the mechanism for tactical world there are two kinds of voice.

- snhnzThere's the kind of voice that the tactical

QUESTION TO PANEL: 'Does voice air force talks about where delays are
-, store and forward have potential for intolerable. There's the other kind of voice

* military networks?" which you can really question whether it s
LEINER: Yes. needed except maybe among commanders

And if ! can tell a tiny story on that. About
OLSEN: Of course, but voice is a tivo years ago I participated in a civil

very high capacity user and it is very aviation study, looking at replacing air
difficult to support on a large scale in a traffic control over the ocean by a data
network. It definitely can be supported. If link. and all sorts of yells went up from
you have 1000 users and they all want the civil air community who loved their
voice, they cannot all be supported voice single sideband. Sitting around in
simultaneously, you can support some the panel and discussing this there were a
degree of voice communications. number of people who had been around

SGRAFF: I think 16 kilobits CVSD 20 years ago when they tried to introduce

U voice, certainly 2.4 LPC is a potential. the voice single sideband to replace the
teletypes that were then on the planes and

OLSEN: If you're talking about spread they remembered the yowls that went up
,%. .'
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then. That was their cynical answer to how can go one-way with a certain kind of
bad voice was really needed. characteristics, but the reverse path has

NIn tdifferent characteristics in terms of itsI ~~~WOZENCRAFT: I think that there is j m ig e vr n e t o o s

some basic human need for voice. I think jamming environment, how you use
that a commander is going to want to be throughput, that kind of thing. You can
thtacmade-sgigtown ob create a two-way logical path from one-
able to talk to a subordinate in trouble, get
a feel for how bad the situation is. and I way physical paths, provided that the

think the subordinate in trouble is going to appropriate links are available.

have a psychological requirement to share REED: But ordinarily you establish
his problems with somebody I'm not two-way links?
prepared to say whether the military
"needs" voice or not, I'm only commenting
that they are human beings, and people STEIN: User requirements are
have been talking for a very long time. I generally two-way because of the end-to-
think there are a lot of times where data is end protocols if nothing else. but the link
very much preferable, and where the level connectivity may very well be one
military will think it's preferable; fire way because of the jamming and other
control, for example. But there's going to different environmental considerations.
be a residuum of circumstances in my REED- But in the usual instance it

opinion where the military benefits of'" would be two-way. like an ordinary
voice justify the additional problems. tel e e systed
," telephone exchange system"

GRAFF: I'll just add a few words to LEINER: One other observation on
that. The Army has been rather voice- this, it othere is afair on

oriented obviously in the past, but the of work going on both in overlaying data

Army is building quite a few battlefield s t o n oi ce communic a in sy t
', systems on voice communication systems

automated systems which have very and in overlaying voice on data. I think
strong obvious requirements for data. what's going to happen as we evolve is
real-time data. And that's what's driving a one o ing s. happen as w ol is

lot of our current thinking. We also see one o n to b e r e o o f those
tare going to become so close that it

. tndoesn't matter or there will be a better
decreasing over the next 20 years or so. refinement of the requirements so that we
so I cannot really comment on whether understand what the data rates that have
the Army will or will not use more or less to be supported for voice versus data are
voice. That's not a developer's prerogative and that will govern which approach is the
but I can say the Army is building more one. But I certainly agree that e are

one. Bute auoae certinl agresthtems.rand more automated data systems. going to have to have an integrated

REED: Why do you eliminate the communication system as indicated by
possibility of two-way voice some of the other speakers.

communications establishing two-way STEIN: I think you should also not
voice communications, simultaneously? Is," overlook the very rapid progress that is
there some reason for that? I got the taking place in automated voice entry
impression from these various talks that systems which will really reduce the data
you only establish one-way links in voice. rates. At ICASP 2 weeks ago one of the

GRAFF: No, that was the network hits of one of the sessions was a game
connectivity I was addressing in terms of which is now going on the market in
an adaptive AJ environment where you which the game participant actually speaks

.:/ :.:.--- .... ...
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in a limited vocabulary after a very short network functions being considered." We
* training session. have VLSI-ed FEC as you heard from Joe

, • LEINER: Another question. "Is CSMA Odenwalder. The real tradeoff there is thethe only good candidate for packet radio?" initial startup, of course, and so far wethe on y goc n i ae-oa ke a i ? haven't build enough low -cost packet
, , ,'* The answer to that is: No, it is not a good', radios to justify that. We are only building

". candidate for packet radio. The reason is r ote
'V when you move into the bit-by-bit code 1000

changing environment where people are CAFARELLA: There is really another
transmitting on different codes it's problem in that too, in that you can apply
impossible to sense the channel because VLSI to a lot of hardware functions which

v he may come up in the middle of a packet may become more and more sophisticated.
and try to sense the channel, you'll But typically the network processes remain
discover that it's "not busy" except that it in software not simply because that's how
is really busy. but in middle of the packet. it's easiest to initially implement them, but
' Does token ring have any potential?" I they always change. Almost continually, to
don't think so because I believe that token the point where you probably would never
ring requires you to know who to hand off really want to lock them into a VLSI chio

h the token to and in the kind of tactical unless it was basically another
mobile environment we have to work in, microprocessor, something that is still

-4 we generally don't have a very good inherently very programmable.
,' knowledge of who your neighbors arel,*,%"LEINER.- Let me say that there have

WOZENCRAFT: I'd like to disagree to been people who have asked the question
the extent that in order to send service of whether TCP and IP. now that they are
messages to establish circuits, you've got DoD standards should be implemented in
to be able to find a channel on which you VLSI. If we wind up with a very stable TCP
can transmit to your neighbor and he can and IP, that may be worth doing.

* - receive you. You can't do that if he's TOBAGI: I was interested in asking
transmitting in the same slot, so you've this question because also it has some

* got to be able to sense whether he is or implication as to the time it takes to

not. If you want to call this CSMA then I process packets through PR which
think that it will be needed, and I don't see happens to be a limiting factor when it
any reason why it should not be available.

was microprocessor based.
LEINER: Normally when people talk LEINER: I think that's when

about CSMA, I think they mean real time
., sensing of the channel and transmitting processors were slower in the past. Now

instantaneously based on whether thefaster The 8086 that weinstntanousy baed o whtherthe are using in low-cost packet radio really
channel is busy or not. In that respect, I ing in low rd re

agre wih yo tht aprotcolfor isn't. We don't think we'll slow up theagree with you that a protocol for canl
establishing if you are going to divide the
overall channel into subchannels and GRAFF: In certain types of network

, establishing when channels are busy and protocols like X.25 there's a commercial
who should be able to use channels, type chip available Western Digital 2511
certainly you are going to have to have a which does quite a bit of the X.25

protocol to do that. protocols for you. It's a DMA controller
and does most the link level handshaking,

r With regards to low-cost packet connection management and auto
radio, is VLSI implementation of various retransmissions. So it's not unreasonable



r I , . .° ~K - .r.o°- .K 7-

281
,.

to put some of the network functions in the spatial reuse frequencies of codes
VLSI eventually, spatial reuse of the channel throughout

LEINER: Actually we are using the the network and therefore increase the

2511 chip in a low-cost packet radio capacity that way. But I think the first. the
because of its tremendous advantage in most easy, obvious and trivial thing to do

amount of hardware to do a link level is simply operate multiple networks indifferent frequencies.
protocol, to the HDLC protocol.

Another question for me. "if the WOZENCRAFT: I guess I've got to
c t odisagree again. That might be the easiestcapacity of a packet radio network is notcan t
sufficient to support the user requirements ble u rent o performanwhtar hesstmpraeer-ha"a believe you aren't forfeiting performance

.-'what are the system parameters that can b on htoe aigtesm
i ' "by doing that over taking the same
be changed not necessarily dynamically in

* order to increase the network capacity? In amount of bandwidth and making rt allothe wods dta ate, tooloy?"available to the entire network and putting

other words data rates, topology?" in appropriate control algorithms. I grant
I think the first thing we can do to that we may not know what the control

dramatically change the capacity of the algorithms are yet, but in principle you are
I, packet radio network is to have multiple bound to be better off maintaining

networks working in the same area. The homogeneity as opposed to partitioning
first thing that comes to mind. to me, is the network into sub parts.
working on different spreading codes, but LEINER: I absolutely agree Its
in fact it is much easier to lust operate simply a question of hardware feasibility
different frequency nets in a given area.
For that reason the low-cost packet radio For ee he o st aet rcan be tuned over 140 Megahertz. We are
has software selectable frequency on a

% quasi-packet per packet basis. It takes developing radios that can operate at 140
about 7 milliseconds to change frequency. MHz RF bandwidth. The latter case is
So it's actually feasible to run a packet certainly going to be more efficient if we
radio, a single node in two or more can control it. The problem is that it's alsoradi, asinge nde i tw or ore more expensive to build the radios.
frequency nets simultaneously although moexpnietbulthraos
you are not going to have full access in REED Could I ask another question?
any one of them and you may lose some I was thinking about what Seymour Stein
packets, but end-to-end protocols can said yesterday about using directional
take care of that. Data rates, yes we can antennas to possibly help with the
increase the data rates dramatically. We jamming and interference problems. This
are doing a lot of work with MIT Lincoln network reminds me of a neural network.
Labs, John Cafarella, to build high A neural network is a network very much
bandwidth radios, high bandwidth in the RF like the network you're talking about
bandwidth sense and high bandwidths in except it's not a broadcast network. Each
the data rate sense. Topology, that gets node does not broadcast omni-
into things like power control. If you can directionally. each node broadcasts in a
control power of the radios so that they directional manner. I wondered what you
have the minimum connectivity required in had done to think of possibly using
order to keep a fully connected network, a directional capability, where since you are
network that is totally connected, not at L-band for switching directions when
every node directly connected to every you get to an interference problem. And
other node, but at least the capability of you can use the fact that you can
routing through the network, you can get establish geometry by using transponder

vf %
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codes and that kind of thing to find out thing to do. The question, is there some
where the distance to your neighbors are. way of controlling it. If you're moving5 positions and so forth. Have you around in the ground and your
considered that possibility or generality. connectivity is changing very rapidly and

LEINER: I'm glad you asked that not in a predictable manner, as it would be

Squestion. We have taken a look at building in space, is it possible to do that kind of°,',~tern ousfon the antven taenalokambuldn
adaptive antennas to work with packet steering of the antenna beam.
radios, and as I mentioned yesterday, had OLSEN: One point is just a practical
a great deal of difficulty with that. It's not aspect of beam forming in a tactical
that we don't believe in the concept, I environment. There are certain users that
think the concept is a good one. are fixed locations that could afford to

REED •. packet radio, to be able to have an array antenna, but the majority ofREE ...... pcke rdio tobe bleto users that are highly mobile and really
communicate in this direction, and switch urtt are highlv mi and real

-6 ° to this direction. Point beams in different couldn't afford to have an array, at ieast
deisphysically to carry it, certainly a man-packcould not carry an array.

LEINER. I think there is a potential
problem there in the tactical environment, REED: Well, you are talking about a
because just because there is a unit in L-band and so you could have a horn that

one direction from you physically doesn't you could rotate actually. you could-.. consider rotation of a horn.

mean that the direction in which the
propagation path has to go or should go. OLSEN: Well, I certainly wouldn't
Perhaps you can argue that if you are think that you would want to haveg using the channel itself to determine the someone.
position, then it's apparent position is in
the right place and it could all work out. I

"-' think that's worthy of exploration. We have 10 or 15 dB gain.

another program that's called the multiple OLSEN: There's no question 'you can
satellite system, is our current name for it. easily get the gain, but the pointing of it. if
What it basically is is packet radio in the its not electronic. I don't think it would be
sky. The idea is to build a survivable appropriate for a packet switched network
proliferated satellite system by launching wvhere you are changing antenna direction

" up 100s and 100s of low-cost satellites. 180 degrees from millisecona to
- (Laughter) You laugh ... it turns out to be millisecond. The tactical manpack users

cheaper than one high-cost satellite. And cant carry them around. the weight is
the idea is to use packet radio-like already at a premium just to carry around
protocols to do store-and-forward, so the the radio as it is as opposed to carrying
ground user accesses the system, it gets multiple antenna elements or a
relayed over to the proper ground entry mechanically steered antenna.
point and then comes back down again. In STEIN: Maybe Cafarella can comment
that system, where line of sight is clearly an it because I am not familiar with it, but
defined, there is no problem with the paper I was referencing was actually
multipath in space. We are planning,.- talking about an electronic steerable
actually, on using adaptive arrays, microwave antenna, not a very heavy
programmable arrays, to actually steer the that could be
beams in the direction of the intended a mast. Do you know about it? It's at
recipient, because it gains us a lot in

, .. range for low-cost. So that is a good ncoln somewhere, I don't know what

'U "o l
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they were developing it for. numbers of jammers, distributed in every
SIh wa owhich direction. And the directional~CAFARELLA: I think what you are

talking about is the antenna that was antenna would obviously help on that

developed for Camp Sentinel radar in score.

"- Vietnam. We later built a ground LEINER: If there are no other
surveillance radar using that antenna. questions, let me ask a question of the
Fortunately the antenna is about S50.000 audience. This is a new culture. we'll have
and rides on a truck, so I think you have a the panel ask the questions of the
problem deploving those kinds of audience now. The panelists I've
antennas. Originally the concept was assembled here are representative of work
cheap but when it was finally built it was that has generally tended to be, if not
not cheap. So it could be a problem. tactical, at least ground and air mobile.

N Maybe if you built it, if someone else built The question of spread spectrum networks
it ....... also comes up in a satellite context

STEIN: The one I was talking about. though. Would anybody in the audience
Scommen one whehe cobnn spreadngabut

they were talking about a microwave comment on whether combining spread
v o m n w w wspectrum with a satellite system gives youfrqunc. Cmore or less, or equal to the straight
frequency. addition of those two?

CAFARELLA: It was later built, I think OMURA: I guess in some sense they
the advanced ground-surveillance radar uRA ue i som e sens the
was at C-band. So it was built, the"-" degree as I understand it. There's holpping
elements were made using printed circuit.'', of groups of users and then within the
board technology. The individual vanes group o u a he within te

were made of printed circuit board ; on group also you may have several users
glass epoxy. and the whole thing was that are in a sense using multiple-access

eand so there's kind of two levels of
stacked together so that it was a really big
cylindrical thing. Had another problem, that scrambling and mixing. One is hopping

the way you steered the beam was by very wi it avoid an tohe
switching, and there's lots of loss in CoMA basi a is sorto he

switched matrix too, so if you look at it.
for the extra power he's got to put out. behind the systems.
you'll lose a little bit in LPI too. But even LEINER: Do the same or similar
with the printed circuit technology for systems that we run into in managing that
fabricating the antenna, it came out pretty kind of environment, that spread spectrum
expensive, environment with different codes and

GRAFF: I think we are ready to different keys and all, come up in the

acknowledge that a distributed ground satellite systems?

environment doesn't mandate omni OMURA: Well. you don't have the
* directional antennas. I think we are trying complicated propagation conditions. I thing

to right now assess the impact on AJ, LPI, the propagation conditions work, really
multi-user in a network environment, makes it so much harder on the ground.

STEIN: If I can comment on that, one LEINER: The fact that it's store-and-
reason for looking at the directional forward repeater, incomplete, moving
antennas is every time you look at any of topology.
the threats that people put up, you find
that what they are talking about over large OMURA: Your network is also just

'..

'S#-' ,"%"% . % ° -'.. ."% '.



284

one location up here. going up to that or satellite. Here's how spread spectrum
cross linking, but the number of terminals could. for example help. That broad
it is just very simple compared to what bandwidth. you could user multipath to
you have on the ground. Propagation-wise. your favor, for example, you could literally
the number of terminals and network use pulse position for signaling, you could
configuration, nothing dynamic. sync to whom you wanted to and if the

LEINER: So when we go to things satellite were good enough. I don't know it

like MIISTAR. or this multiple satellite that's superior to code division multiple
saccess. but it seems like a satellite and
system that we are talking about, we areoffer,
liable to run into similar types of issues. you sp e wide someth . t se rmyou know the wide bandwidth. It seems

RISTENBATT: Except that MILSTAR is like that there should be something there.
.'a small number of very expensive objects. Has anyone pursued anything like this?. I

synchronous, and the multi-satellite would imagine that something like this has
:i :' situation is more like packet radio where been done.

all of the things we are worrying about
comeLEINER: Are you suggesting doing

S situation because you have relatively short code division multiple access by not

orbits, periods for the orbits. and the necessarily code division, but maybe the

connectivity is changing all over the place, same code with pulse position and use the

'$ ".'i and also the burden is on the satellite soluto bo anet ith dfrend
.- network itself to organize most of the spectrum to be able to refine ne different

routing and traffic management whereas in components and demodulate on the

MILSTAR it's all ground control. In the chosen one?

5 synchronous systems you still put all the RISTENBATT: It's the resolution I am
control down at some place. or a few paying attention to. I am wondering if you
places that are sanctuary and do all the wouldn't get a great relief from any kind
control from there. of centralized network management until a

LOINER:' So are you saying that the certain point, the system. you have a

real critical issue here is the survivability broad time bandwidth, you are talking

issue and the requirement for distributed about that's the way to use this. is to fill

management? up. You don't have to direct a lot of
people. I really don't know how this would

RISTENBATT: I guess all I'm saying work, but if you have a.... I know there
is I'm impressed with the problem of have been various attempts over the years
trying to control the chaotic situation to show that if you really wanted to
associated with packet radio or multi- multiplex the number of people. who aren t
satellite situation, whereas the conceptual on continuous or burstv on something to
control of a satellite system with a few fly, there's no way to organize to make

'V ". objects in synchronous orbit is got to be that efficient except to let it run free and
much simpler. We do it. use the whole TW space. And it's always

I'm nurturing an idea which may be been hard to grab hold of what they vehare-brained. But you ask, what kind of actually shown. It's difficult stuff, but I'mhare braned.But you sk, what kin of ust wondering if a satellite and s r a

possible synergism is there between a just a
satellite and a spread spectrum, and I'm spectrum doesn't offer the promise of a

thinking something like this, couldn't one pretty much of a free running network and

make something of the bus sort of you get the most out of it. When it gets
'" a coverloaded, it gets overloaded, because noarchitecture of the presence of the
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system can defv gravity. But I'm just
wondering if there isn't something there

LEINER: Thank you all for coming.

.4
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SESSION 5 - INDIVIDUAL PRESENTATIONS AND WRAP-UP SESSION

WEBER: I thought that during this struck me is that we have a lot ofI final session we would get a few view knowledge about specific techniques.
points from some of the participants about narrowly focused techniques, and not
what they thought of this workshop, enough on how these techniques fit

--" , whether we should do it again in the together in the whole system, and that
, future, should some part of it be seems to be much of what the discussion

i classified..., so I've asked a few of you to has been about. I think that is something
comment. In addition, if anyone else that we need to consider a great deal and
would like to comment, we do encourage focus on in the future.

i. ." 'that. that. Let me change gears a little now and

S". I decided it would be best to start say something about the Army. There have
with the person whose idea it was to have been some questions asked about different

'- this workshop in the first place, namely, aspects of utilization of spread spectrum
.-Bill Sander from the Army Research Office; in communication networks in the Army

so Bill, if you care to come forward and ALB 2000 has been mentioned. ALB 2000
make a few comments. means that people whose jobs it is to

SANDER: The first thing I want to do predict these things, are predicting by the

is express my personal appreciation for year 2000, that if we were to be involved
-b hti in a major altercation, then it would be a~'., everybody who has taken the time to veyrpdyminbateelstuto
come out and participate in the workshop,battlefield situation
and that's particularly true for those panel different from anything we've experienced

* members who prepared and gave in the past. not a guerrilla warfare type

Spresentations, and even more especially thing in Vietnam, not a slow plotting type

. for Bob and Chuck who worked so hard war as we had in World War II (for a major
ovefor the ast year wo sk pug hid war), but very fast moving. What this

- manover the last year or so putting this
workshop together. I don't know how you means to the planners is that information

feel about this workshop but I feel very must move fast to the commanders in

good about it. I think we've had an
excellent workshop, and particularly, I think decisions in near-real time so as to react

, * the facilities and the environment have to what's happening in their battlefield.

been outstanding. I'd like us to give both That's why we have the requirement for
"..: ",the kind of high throughput. robust.
of them a hand this morning for all of cin network that wybeen

,what they've done during this past year. communication networks that we ve been

wh.(Apauthe ddiscussing during the last couple of days
Now we proceed on from here. and we go

I do feel, as I said before, that it's on to the next step: How do we achieve
been a good workshop and I think there this? Well, thinking in a very general level.

- , will be a good proceedings coming out of there have been two approaches
it. When we started this thing, I was mentioned. One is simplicity: Make the
thinking more in terms of spread network and the equipment as simple as
spectrum, particularly more in terms of possible, the approach as simple as

specific details of coding and different possible, so we have reliability and keep
. ,,,* performance comparisons, and in what the cost very low. But this doesn't

directions my program should possibly consider the second problem of ECCM and
take. But I'm not disappointed in what's mutual interference and those are very

, happened here. One thing that has really very real problems. And not only that, it

. . . ............. . . . /... ...,,..,.,....,. -., .-. ,. ,. ,,.,'. ,. ,, ,'.: ..'; ..
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-, doesn't consider the fact that GIs today be subject to in an Army environment.
can't operate the World War II equipment Another is acquisition and synchronization;
they have in the field. So what most I think this is an underlying problem in any
people believe is that we must go to much spread spectrum system and it is a very
more complex approaches to solving these realistic one, and the more we improve

"4

problems. Reliability and cost are big that, the more potential for higher
" questions. but we do need the ECCM and performance in the networks. Whole

we need automated operation of these system design; I've already mentioned that.
networks, automated as much as we can I feel like we need to consider the big
so we keep the GI out of having to twiddJe picture, and not closet ourselves in little
the knobs, since if we let him twiddle areas of technology without maintaining

U, them, he's going to twiddle them the sight of the whole picture. Try to keep
wrong way. That's typically what we find abreast, as much as you can, about the
out. In the long term. I think the Army big picture. Coding is mature but there is
communication systems are going to still a lot of work that can impact a lot of
spread spectrum, packet radio, and areas, such as multiple access, maybe
distributed communication systems. By even synchronization and acquisition.
distributed I mean distributed controi. Simulation was a question that was also
distributed routing, distributed discussed and I personally believe that we

* management, distributed for survivability need simulation, but we need that
and with adaptivity involved. The major simulation to be very realistic, even to the
question is how to choose from among point of taking real data and replaying it
the design alternatives. Do we know through the simulation rather than trying
enough about performance in general to to come up with artificial representations
make design decisions? What I've been of what we think the situation is going to
hearing here in the discussion, if we know be. We need to make the simulation as

p enough about it, there are a lot of real and accurate as we can. I don't see
differences of opinion. We don't really how we can experiment with all of the
have a common agreement on how to go design alternatives that we may want to
about doing this. Partly I guess it's the consider; therefore I think simulation is
Army's fault for not better identifying the going to be essential. We have simulation

* threat conditions that the system has to in computer-aided design of integrated
satisfy, and the environment in which it circuits. we now have simulation in

* has to work. Maybe this has to be done on imaging with image processing, we can
a system by system basis and not in a simulate model images. In my view, there
general sense. We have problems defining is no reason why we shouldn't come up
these requirements in a very realistic way with some of these same approaches to
for the systems that we are concerned simulating and modeling the
with for development, communications that we are all working in.

In conclusion, I want to summarize And finally I think something which is not

the way I think the research opportunities relevant to the group here, namely, there

are heading, after having listened to the are a lot of technology issues which. if

discussions over the past 2 days. One is in solved, would make the job a lot easier. In

adaptivity: Antennas, power control, code particular signal processing, VLSI chips
that could make the job easier, wideband

changing, whatever ideas you can come apiirpwrapiirwdbn~up with in regards to automatically amplifiers, power amplifiers, wideband
aptithe nretwrk to t vay antennas. It is very realistic that we need. adapting the network to the varying

conditions in the threats that it's going to much more research support in: Accurate

I - . - . . . . . .



.. 288

clocks, fast frequency sources, etc. You design an AJ system, there's an awful lot
can probably think of more than I can. of attention focused on the modulation
Thank you Chuck. and coding part of it but the real tough

WEBER: Thanks Bill. I realize a part of a job usually turns out to be the

couple of you have to leave early; and I'd problem of time acquisition, frequency
•~ ". like to get your comments. Barney. would acquisition, angle acquisition if we have to

you please make a few comments. point antennas. That represents probably
the intellectual challenge of designing a

REIFFEN: When I was invited to well-conceived antilam system. It is sort
participate in this conference, my first of self-obvious that when you design such
judgment was somewhat skeptical because a system, the acquisition must operate at

. I thought that the really substantive issues or below the threshcld SNR that you
. ,-.'.. of today in spread spectrum systems expect to communicate in. That's a test

"' really couldn't be well confronted in an that has to be applied to one another of
unclassified conference, but having the acquisition schemes. In that context. I

.- participated in these few days of meetings found myself a little perplexed when there
and listened to what everybody said. I were some discussions of adaptive

* think I'm going to change my mind. I think systems that assumed that the signal had
" the idea of this workshop is very good. It been acquired in order for the adaptation

really represented an opportunity for to take place, where in turn the adaptation
different points of view, research people, was necessary in order to operate at the

-- academic people, some people involved in threshold SNR. So there's a little bit of a
system implementation to share views and dilemma there, and unless I'm missing
just cross-pollinate and that's really what something, I think there is a little bit uf
the purpose of a workshop ought to be. I chicken and egg in that thinking.
think that some of the really substantive One other comment, I think that the

* issues in AJ system design were in fact workshop at its best does represent an
"" J', joined, particularly in. the third and fourth

sessions, and it was very well done. n t cal between th eopeica gple,

That's one comment I wanted to make. analytical people, and people in charge
with building and realizing systems. I

' . The second comment, perhaps a think this workshop was fortunate to have
little controversial, is that it's my judgment had the opportunity to hear Col. Gobein.
that the themes of who gave to us, a fascinating case study

, modulation/demodulation theory and of a real system in the real world. The
coding/decoding theory as applied to politics of it. the changing requirements of
spread spectrum systems is really pretty it, the competition among different

.. well understood by many people. Perhaps approaches through it.
not all, but many. That doesn't mean to"-" I think I would make one specific
say that there shouldn't be any further
work in this area. Certainly there will be, recommendation about any future

but I would not expect the work to give conferences, meetings or workshops on

* . rise to anything fundamental. I think one this theme; namely, that an attempt be
can expect only marginal improvements in made to do a case study in depth, evenwhcan e one. matink the in further depths than Col. Gobien did so thatw hat can be done. I think the thing that t e p r o e d n h i c s i n c n s r

% .. paces system performance at this point is the person leading the discussion can sort
not a lack of theory but its use in of say this is the problem we tried to
implementation and cost and matters of solve, this is how we solved it, these were

that sort. In fact, when one undertakes to the tradeoffs that were made, that choice
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was good or bad, and it brings some real come up with closed form analytic
world factors into some of the theoretical solutions or even open form analytic
calculations, and in that spirit I think I'd solutions. I even believe in making realistic
like to echo what the first commentator simulations but I don't believe in making
said. only realistic simulations. When you go to

WEBER: John Wozencraft, I know treat a problem analytically you make as
you nmany simplified assumptions as you can ino e a e aorder to get the "know" of what it is that

WOZENCRAFT: A few comments. The you want to study. And I think the same
first one is to again to congratulate the thing is absolutely essential in making

% I organizers and sponsors of the workshop. progress in a simulation world if you're
I think it's been certainly one of the most trying to cover all the water front at once
rewarding professional experiences of this before you have pinpointed and identified
sort that I've encountered. I'm pretty tired your problems and your concepts and your
of big massive conventions where there perspealive solutions. You'll be absolutely
are so many people there that you rarely awash with the sea of data which even a
have a chance to get into any real statistician would have trouble making any
discussion in depth. I mean. that with a sense out of. So I think /ou need a whole
small group like this in isolation, the wide range of simulation activities, lust as
opportunity to explore, both during the you need a whole wide range of analytical
question and answer period, and also activities to support this kind of venture
around the swimming pool, is very Finally I will be rash enough to
rewarding and very much appreciated. It's spend a minute or two trying to put
particularly fine for someone like myself to together, or express my own internal
have a chance to renew acquaintances synthesis of the sense of this workshop. it
with colleagues and co-workers from s em s o m th at th s o rys , as
earlierseems to me that the laws of physics, as
e daawell as the presentations which we had.
acquaintance of a new crop of perspective
colleaguescome to a fairly clear conclusion that one
c uc kgsingle transmission communications
opportunity, and very much appreciated. network is probably not going to suffice

Coming now to the more substantive for military tactical communications. You
issue: Should we have additional have the understandable feeling on the
workshops of this sort? I would certainly part of the infantryman that he would like
come down with a resounding "yes". I to be very close to the ground, and he
think my own preference would be for a would like to be behind cover and hidden
classified session, maybe next time, by foliage, and the laws of physics say
perhaps alternating between classified and that electromagnetic waves at high
unclassified workshops. Possibly the timing frequencies and high bandwidths don't like
of about once every couple of years would to propagate under those conditions So itbe my best feeling as to, how fast seems to me that you are going to need a

progress would be made so that it's fairly low frequency, low UHFi/HF. maybe
efficient to have a meeting like this again, going all the way down to HF or MF

T k u o t t depending on the adversity of the. :To m ake a quick com m ent abo ut the co d t ns Wi h v r m b le q u p n ,
subject on simulation which cime up conditions. With very mobile equipment.
.,again. I am obviously r mu r ,n favor very small and light-weight equipment.

ag ai.lamio usl iry mu"' n. f and therefore not very capable equipment.

This sub-part of the system is going toproblems are entirely toc zomplicated to have to be very mobile indeed The trouble

. -. ,..
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with that is that if you want to get the then have much higher capacity shipping it
advantages of the strong connectivity of around, until again then you have to leave

* .networks, and their really wide-ranging the backbone in order to get back into
abilities to reconnect in a robust way in your ultimate mobile terminals. I don't
the face of adversity, I don't think you can really know that this is going to be
get that from here, because these are economical. I am of the opinion that if we
going to very low-capacity sub-networks. I are going to be economical, it's because
therefore envision higher frequency, higher people learn how to really build much
capacity sub-networks; let's call it a more complicated stuff a lot more cheaply

P backbone network. (At least that's what than we know how to today. I think that
we've called it in the work we've done at these problems involve a high degree of
Naval Postgraduate School (NPS).) This logical complexity in order to gain the
backbone sub-network would be at L- operational simplicity which was talked
band, or C-band, or somewhere up higher about as being required. But really, I
which uses the same ideas of packet believe we've got to make things that are
switching and routing, and which so terribly complicated, that in fact, they
interfaces, if you will, through an internet. are simple and transparent from the point
But I don't really view it as a gateway, just of view of the user. And the equipment
a change of transmission facility using the pretty much takes care of itself in terms of
same formats. etc. everywhere. For these adaptivity.
higher capacity nodes which are perforce I would disagree with Barney Reiffen
going to be less mobile than the very
mobile backpack type of equipment; I'm a little bit or at least add one more

comment to his, reiterating what I said
talking here about jeep mounted type of yesterday. I think there remains one very
equipment. And here, it seems to me, is
where you have the legitimate and severe intellectual barrier to being able to

important need for spatial processing build and understand and analyze the kind

which you can't get in the size and of system which we've been talking about.
And that is the understanding of the

mobility requirements of the backpack adaptive dynamic network control in the

maybe even 20 dB antennas, you can have 10 or face of adversity. I think you've got to
a ve ann ou ne have the acquisition but I view that as a

adaptive arrays that can null out enemy link level problem primarily. You've got a
countermeasures as well as some of your big network problem on top of all that. I,
own mutual interference problems. These at least, am not going to feel comfortable
guys would move around; they'd put their until I see an understanding of that which
antennas, (which would be at high enough exceeds any that I've encountered so far.
frequencies so that they're fairly small), up
above the canopy of the trees. The very WEBER: While the mike is there.
mobile guys would attach themselves Seymour, do you want to add something.
adaptively and dynamically to the nearest STEIN: Yes. I'll try to resist the
of these less mobile backbone stations. temptation to say anything technical

And there would be the facility that, if you becase I a ay a y h on t al

couldn't get there in one hop, then you only about logistics and workshops. First I
would packet switch from small would like to put in a plea, particularly to

S~% transportable station to small transportable the Army if they can do anything to
station until you could get into the subsidize a rapid conclusion to the
backbone. Once in the backbone, the proceedings and get it disseminated
traffic would be all put together, and you'd before the next workshop takes place.

%,L
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(Laughter) I'm looking forward to getting a it's a legitimate feeling that jammer
copy and I just envision that the people at design. interceptor design, and
USC have taken on a real bear of a job communications design are all really
with getting people to proofread what they interrelated. They are all best done by
think they've said, etc. I really believe the people who really understand what the
proceedings will be of value to everybody other side is doing. When you try to
and I'm looking forward to getting them. design an AJ system, it's always very

Secondly, on the workshop itself. I illuminating to realize that the guy
have to echo what everybody else has designing the jammer cant do all the
hae a toech what' veryboyese as things you think he might be able to do
been saying. I think it's been a great because he has lots and lots of problems
experience. I too have the feeling it ought too. At the same time, theres at least one
to continue and I think there are someveyralqetin bothw o o area that I've been exposed to where I
very real questions about how you do suspect there are some interesting lessonscontinue a w orkshop type environm ent. t e l a n d f r s r a p c r m d sgto be learned for spread spectrum design
which is what we are all asking. This is

, -especially true when you think of the adta steae fdtcinohodes of peole whou ttende the signals. Quite a bit of work is going on in
MILCOM onveonls o te ti this area, all classified, but knowing how,'..-MILCOM convention, also on the topic of

spread spectrum, and how many more of we publish things in this country, I don t

them will come to the next workshop think it will be more than a couple of
wethe e word gomets rou that weoveshad years before it's quite diffused in the

a great time. (Laughter...) Frankly, there literature and will also become a

always is a problem with workshops. How lgtmt oi o hD teisuspect it would be very useful, in one ofdo you keep the size down by keeping the the early future workshops to make that

mailing list very secret? (WEBER: It was
hard!) I know. We could very easily double oe he to ng cla s think I old
the number of people here, all who would would have to be classified. I think Ill hold• ".',my comments to that.
have been able to contribute and derive
quite a bit from this. Along those lines I WEBER: Thank you Seymour. In
have a few practical suggestions. First, terms of getting the proceedings out, it is
that the original theme of this workshop going to be a task; the turn around time
be mentioned, which as I heard it, was from you people, however, is also a big
looking for future research directions, not parameter in that equation. Bob and I have
the near future, but the long term. already been talking about how to best
Certainly that limits the scope of the kinds expedite this. We'll play with it for a while,
of people who really ought to attend. and see how fast we can get a first
Secondly, I think another way to limit version at it back to you. Ed Posner, you

. attendance, (this is, I think, what Jack want to comment?
(Wozencraft) is perhaps suggesting) and• .'-POSNER: This is a very valuable
that is picking narrower topics, one or two workshop to me and I've learned a lot. It
topics per workshop, rather than an across

would have been good if we could have
the board type of thing. I think this is well had one classified session. I don't think

% on its way to becoming a once every year
kind of thing because there are certainly rom so if y cldsfind aemilitary bas'.." room, so if you could find a military base

- ~enough topics. I also agree that at least wti 0mls(agtr.) SHLZ

some of the sessions, or some of the

workshops perhaps need to be classified. I coudtlook for siie ranch
think all of us have a feeling, and I think (Laughter... Of course the Army might
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want us to hold the whole workshop in you're trying to present to what sort of a
* Fort Huachuca. That may be a way of group. If you've done research that's

holding the attendance down. (Laughter...) complete you want to archive it while you
Solve both problems at once, get the hard put it in a journal, and if it's fairly
core interested people. But I feel that a complete and you want to get it out to a

.-, classified session of serious fair number of people quickly, you go to a
" communications researchers would have technical meeting. The workshop is

been a good add-on for half a day i we different. These are supposed to be
H could have found a way of doing that. It preliminary results, frequently tentative

. might take some creativity. Another ideas, even hare-brained ones if you will.
advantage might be to have a kind of joint the idea being to expose them to
services sponsorship. This has been very coworkers who can benefit from getting
valuable for tactical communications, but if some informal thinking quickly. The

there were a way for the Secretary of workshop does that admirably Many

Defense or someone to sponsor more of a workshops have been tried: most have
Joint Services meeting with some inter- failed The reasons are manifold. I don t
service sessions and look at some of the know what happened here but this one
broader and maybe some strategic issues worked. As I look back and ask myself
in slightly wider community, I think that why, one of the best ways I can answer
would be a good service for the the question is to compare it to what took

*'., government. Maybe the Army could still place last week in Florida. the IEEE
- sponsor it. or run it but if there were Communication Theory group had a

some joint participation, I think the benefit workshop there. I've gone to those
to the entire US defense would be perhaps annually. Seymour was there as some
greater and also for the research others here were there too. One of the
community. But I'll again repeat that I've things that I noticed was the attendance It

' learned a whole lot and have a lot to think fell off exponentially with time. The last
about and people to work with. I think morning of that workshop, I didn't want to
every year is probably is a good time go, but I stuck my head in just to see
frame to have it rather than every two what was going on and I had to go in out
years. And if USC can get out the of embarrassment. There were 5 speakers
proceedings in 6 months, that would be and 2 listeners. I just couldn't let that be.

: "good. so I had to sit there. I didn't want to

W RE(Laughter...) Why did that happen' One of
W R Ethe reasons was that there were 5 or even
BEDROSIAN: When I was young and 6, but every session of 3 hours had

bursting with ideas, nobody ever asked enough speakers to fill it completely and
me. The old goats did all the talking. Now the poor session chairman, Gaylord was
I'm being asked, and I don't know if I like one who faced this problem, (or did you
it. My technical comments are not major give a paper ....... laughter!!) Well. he
ones. I'll save whatever I have to say for wasn't the culprit, but the poor session

- " the later discussion. I would like to chairman would have to stop questioning.
comment on the workshop itself. When He'd say, well, we must move along, we
Chuck asked me to come, I started are running out of time, and here are
thinking, reviewing in my mind. how it is people raising their hands wanting to ask
that meetings are held, what we try to questions. Well, that's not a workshop. I
achieve at meetings. I don't have to tell don't know what it is, but here you very
you. It depends on what sort of result successfully kept the talking part by the

".". .'- .":'; :', ."".""." " "'-'" . "" ,:.""." ." ." " "" . -" -" ." "" "" "" . ". ". "- ". ".,', -" ." .': ':- ," " . ." ." ' " " .
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:' speakers down to a satisfactory time. First view, nice is almost meaningless to me

of all they were good speakers, so we had because my company is going to pick it
interesting things to talk about, and there up anyway. If you could subsidize my
was plenty of time to talk. And that family! (Laughter...)
worked. If you could repeat this, well. As far as classified sessions are
marvelous. We've got to have more of concerned I've been involved inconcrnedI'v bee inolve inholding> them on this structure. any number of meetings, and classified

The other thing, when I think about ones are a royal pain in the neck. The
what you're trying to do in a workshop, things you have to go through to find the

: the main thing is to provide the proper place and then to get the clearances, and
atmosphere as well as the structure of the you have to have security people present
thing. And the purpose of course is to and all sorts of terrible things happen In
promote personal interchange between fact, you have to give up many of the
people. And now, structurally what you do, things that makes a workshop successful
you choose the session lengths, the in order that it be classified So personally
topics, you form panel discussions, you if at all possible, I'd prefer to avoid
encourage the impromptu presentations unclassified meetings, not that I don't think
and so on. Sometimes it isn't as though classified ones are desirable. but because
there's a cookbook that tells you how to of what they do to you. And as far as the
-do this. Sometimes it just plain happens, written output is concerned, my notion or

But there's another part to it that I what the workshop does is centered. as
-" you've got the picture of, around the

want to emphasize, and that is that this
personal contact that we try to encourage personal contacts and while I'll be happy
in a workshop ought to go beyond the to get a written output, personally I doubt

professional part of it. I notice, as I look very much if I'm going to study it. I'd use
it the same way I would journal articlesforward to these meetings. that it's as and technical reports that are published. In

much the opportunity to renew the social",fact some people have perhaps.acquaintances that makes them desirable.
In that regard, being able to include family realistically pointed out how they are
in terd, beioang. abe t ers in d t doubtful whether they are going to get
is very important. Maybe others don't anything out of it in a period of time The
sae my view to eoplwit' whonfu tork b truth of the matter is, you might be able
able to talk to people with whom you work to submit these papers to journals and getand correspond and have these very them printed, in not much less time That s
esoteric discussions on a human level just the reflection of the practcal
because this is the way we deal with most problems of doing that.
people in our lives and I think that helps
make all of us seem more accessible and I can't resist one technical problem.
we understand one another better. So That's about simulations. We all barely
things like having communal dining, have our thoughts on them at the risk of
getting away from places where there arguing with the Army. The idea of
aren't distractions is great. The cost making simulations realistic can often be a
however, has got to be within reason. And terrible trap. The one that comes to my
if I'd known what it was going to cost, I mind, perhaps some of you are familiar
didn't find out what my wife would really with it, is the bomber penetration model
have to pay till we got here. So the fact of that the air force has. And it is a blow by
the matter is, the subsidization of the blow accounting of what a manned
participants, at least from my point of bomber, penetration of the Soviet Union

Sb•
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would be like. I forget what the time we knew about it from the Communication
"" interval is, I think it is every minute. Theory Workshop last year, and Bob

maybe it's less. Every minute, they look at suggested that either we go here or we
N every bomber, every air defense site, every don't do it. I agreed with that from the

interceptor, everything. And you could not start. Anne Giles, I also think has done a
be more realistic than that thing is, but it remarkable piece of work here, and I am
takes hours to run on the fastest machines certain that her efforts make it easier for
and it costs so much that you end up us to do our job. And I think all of you did

* running so few cases, that you're not sure too. The cooperation of the participants is
what you have when you get through. So what really makes the workshop a

. doing what Jack (Wozencraft) was talking success, as we look for things that Ed was
about before, you've got to simplify talking about that make it all play. Is there

', ' simulations down just the same way you anyone else that would like to make a
simplify down analysis. You've got to get comment?

-, results. And about tactical SANDER: Some questions have been
55 " communications, my own recollections SNE:Sm usin aebecomnctos-y w eolcin raised about the workshop and how it
• from hiding behind rocks and foliage as rais ao te and how it, " comes to be and its tri-service

"Jack was talking about, make mem- Jack soting at ak e sponsorship. This is not difficult. We do
pepl ma ogtaot.Ta sta this. Each office, probably AFOSR. ARO,remember something that we as technical ti.Ec fie rbbyAOR R

people may forget about. That is that and ONR, each support half a dozen
when pe ar a soo ngr aet workshops of this type every year. maybe
you that they are shooting, things get evnmr.Tewyougaotdig

terribly confused. Discipline on almost this is get in touch with me if you want to

every 1,3vel just falls apart, and that system organize the workshop say next year. or

that works very weJ in the lab or maybe mabe tworshop saw n ar, or

pretty well; when you go out on the field, over with me first, and then submit an
Sit will just absolutely fall apart. If you've unsolicited proposal for doing that. The

got frightened people running around, they proposal need not be very lengthy, as Bob
don't know where they are, they don't will tel yo Te pre n fth e

know will tell you. The preparation of the
system wor, thenr oit' an. if wour proposal is miniscule. It's the work that, ,.;' system works, then it's a miracle. I would coeatrth.IfIavthfudan
absolutely always opt for a simple systemthe funds and
,asouteialways t for a impl e sstet decide to support it, that is the really hard
that will work, for a complicated one that wokSobfryusediapooalr

swork. So before you send in a proposal or
has a better performance. My final call me to discuss the possibility of* comment is, many of you don't know it, organizing another one of these

but the Germans had individual microwave.,, .-. 'workshops, think hard about how much
- .- communications in World War I. They had work it is to do because it's not easy, and

"- the antennas, they just didn't get thetnutthen get i~n touch with me. As far as joint
electronics. It was on the helmet, if you'veevrsenaWrl-a'(agte . service sponsorship, if you send me the
ever seen a World War (Laughter ... ) ... a proposal, I can send it to the Navy and the

5 half-wave dipole. Air Force, (ONR and AFOSR) and if they

WEBER: I would just like to thank want to participate in the funding, that's a
- our USC student helpers, Mary Anne Kiefer very very simple matter, that's just a

and Peter Pawlowski, and Milly nipper, and is done all the time with
Montenegro. I think they deserve a hand workshops also. We receive money from
for contributing so well to the success of them to co-sponsor workshops and they

, this workshop. (Applause) And actually, the receive money from us to co-sponsor
choice of the place here was easy because workshops. I think this just happened to be

5"==55
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the first one on spread spectrum and I just and get it off line, except possibly
decided to take it all. If ONR or AFOSR had optically; that is, to do something optically.
come in and said, hey, we'd like to share
in the funding, I surely would have about a classified session, there are places

, accepted that kind of participation. So where you could hold classified sessions

that's how it's done. I think the hardest that are not very conducive to the kind of
task would be for someone to come up interpersonal relationships and social
with an idea for having a classified activities that were just mentioned. And I
workshop or even a workshop with a think they are important also. and I think
classified session. We don't sponsor maybe a place like the Naval Post
anything classified, but I think it would be Graduate school or maybe even some
possible to write a contract with someone university with classified facilities where

. to have a classified workshop. I would there's still an opportunity to get together
have to check into that. I can't guarantee and do things socially; there might be
it. I guess that's the status. If anyone has appropriate places.

any questions as to how to do that. I'd
feel free to answer them. And I would like And I want to mention the way I use
to hear from you from someone who simulations. That's simply to tell me when
would like to have another one of these I have a bad idea. If I have some signal
workshops. processing idea that I want to test out and

RIE I simulate a doppler, or multipath, or
witRICE: I found that I wanted to agree additive noise or multiplicative noise or

~with a couple of things, and I want to

point out a couple of things that I think timing jitter, or phase noise or something,
wereintot aid, coe I kth ing atI tino even if I havent done it too realistically, ifwere not said, and I kept expecting to m da wntwr ne hs

my idea won't work under thosehear. For one thing when we talked about circumstances, I'm pretty certain it won t

jammers, I mentioned this to several
*,: people around the pool or so, I expected work in real life. If it does work under

those circumstances I'm still not sure it
towill work in real life, but I feel a little

*having a receiver saturated by a jammer. wilorinealfbuIfelaite
abetter about it. But I think simulations are

Thres*som ta ou using th in valuable from that standpoint, and I can
processing instead of nulling the jammer. sort of get to that by varying the amount

.1 In such a case you have to null out the of the doppler or the amount of the
jammer. You just can't handle the problem utith or the amount of the
with processing. Another thing I expected j itrr the ariui t o f h e imin

to hear something about is optics, optical litter, the carrier drift or whatever I can

- processing where you can get tremendous get an idea about how pathological these

processing speeds. I heard 100 mHz, 120 effects become before my signal

mHz, those are huge numbers, particularly processing technique fails.

' in the absence of optical processing. WEBER: Does anyone else have
" comments? If not. John Bailey and Irv

In a classified session, we could talk Reed n t ed t willin e to Iu
about some other things. There would be Ree inics tewillingness o day

" a different emphasis I think on some of the topics somewhat further, of Monday

the problems. But let me just say that if morning.

you are in a situation of having to process
some of these signals off-line, you're not
going to have much hope with 100 or 120
mHz because there's no way to record it

4.
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GENERALIZED ADAPTIVE NODE CONCEPT

f JOHN BAILEY: I am going to make converters, much less something that
my presentation quite short. 10 or 15 inverts the covariance matrix, is not a
minutes, given though I have enough viable add-on to those types of systems.
material for a major session. You may call However, there are a class of more

" this impromptu paper #1, spatial adaptivity expensive communications systems where

revisited. I see this happening possibly even in the

-.. First, just a couple of comments. near term. Examples might be the large
~antennas carried on jeeps that were""This is a viewgraph I gave Monday. The aneascrido jep thtwe

Tois this a ieg I ga re n da alluded to earlier and certainly some of
,,:" point that was being made here is that testlie cmuiain ytm

there is the potential for coping with very where you're protecting an uplink or a

wide bandwidth jamming only under the
" ptgdownlink or a relay for satellites which arepremise that one goes to digital inherently more expensive to begin with.

techniques where you can implicitly form As to whether there is an inherent
and invert the sample covariance matrix. limitation in terms of laws of physics, the

",'m This in turn implies a significant amount of
hw if n ils agoi t ole t t current limit right now is not digital

hardware if one is going to solve this type circuits to do the matrix inversion but the
of system of linear equations. What we've

.,,. . bn ro D-A converter. Currently we can. and are• ,-, "been working on in the last couple of
". " .',in the process of designing and building
years, is a concept that would lend itself snteps of dg andbiding%',..systems with up at 50 mHz bandwidth for
to being effected in a digital realization radar types of applications. We do not see
with a single digital circuit that could anything immediate in the 100 or 150 mHz
accommodate a wide class of adaptive regimens simply because the A-D
problems, including radar, sonar, wideband, - ommuicaion, an adptiv sinal converters do not exist that can cope with

%J, . communications, and adaptive signal those types of bandwidths. That may
processing. The idea being that if you hose t e f Sonwith th ose
could enable such a single circuit, perhaps change in the future. So with those

P in VHSIC, to become viable in terms of caveats I'm going to .very briefly describe
a concept wherein one can build" cost, it ultimately could be put on even architectures and develop a single circuit

wideband communication systems which is! ": .'to handle a wide class of adaptive
'.: .. the most onerous of all the systems we tohlea ide las of aaptive
\, 'problems. The advantages of the approach

are looking at because of their wide I'm going to be talking about is that a
bandwidth. So that when I talked about wide class of problems can be handled
architentially onefh t ype haveSterda real-timre with a cystolic architecture of identical
p i n t e lcircuits. What I'm talking about is a single
processor to do this type of operation, the digital circuit that can be wired together in
key issue is whether this can be done with

a feed forward manner, with a pipeline
viable hardware. Well, before I get into architecture. This is very important
that, let me jump to the crucial question"'i"-because that implies that as the

, ~. first. i.e. how viable is this for wideband dimensionality of the adaptation increases
communications? For cheap systems such the throughput rates remain just as fast.

:.__ = ";' -as UH. voice, things at L band like the just as within the pipeline FFT. It's ideal for

iglobal positioning system, FF perhaps VHSIC because if you can solve many of
even datalinks like the MICNS and JTIDS.;-....the world's adaptive problems witha
it's probably not applicable because we
are talking about very cheap systems, and single circuit, limited only by the dynamic

, ","'range and bandwidth of that circuit, then
inherently just the cost of things like A-D

V..Vp,.,..4. .. ,-,,... .. , ... -,,.+.. , . , ..-.... ........ .. , ,,+,, ."
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you have something that potentially sidelobe canceller. Now let's see how this
services enough customers that it Gram-Schmidt approach compares with
becomes a candidate for VHSIC. What we other algorithms. What I have here is a list
want to do is to implicitly or explicitly of all the algorithms I know of that fit into
effectively solve a set of linear equations the class of very rapid convergence
in a very general manner. Having said that, because they either explicitly or implicitly
I'll go back to the original simple example invert the covariance matrix that have
I gave yesterday of a system of one actually been used in hardware systems,
adaptive degree of freedom to cope with viz. radar, sonar or communications. Table
one interference source. Slide 3 Here is 7 shows the number of computations per
the covariance matrix, this is its inverse If unit time that have to be done at the

-. you multiply it by a steering vector of 1 bandwidth of the system, as well as the
and 0 you end up with a weighting vector total number of computations that have to
and if you then apply it to the data. you be done over a time basis of 2N samples.
end up in effect doing nothing more than Note that the generaled GS technique is
finding the depicted scalar weight. faster than all the others. However. the
Therefore if I have a circuit that lust really important point is the pipeline
performs the multiplication, it implicitly architecture aspect of it, because if one

* does the inversion, determination of the wishes now to increase the dimensionality
adaptive weight and the forming the of this device, you just add more circuits
ultimate beam output. Thus it is feed-forward and is a pipeline

Now, in Slide 3 the position of the Having said that, we very briefly describe a
.'..fan of its other properties.

lines is a notational artifice. When the
arrow comes down under a node, what it If you look at this network and
really means is the steering vector is 1 regard E as an input vector and the output
and 0. The circuit is ignorant. What that of such stages as an output, then you can
circuit does is to take the ratio of the show that this really is implicitly a product
cross-correlation between the two of simple transformations. What you really

. jammers and normalize it by the power in have is an upper triangular matrix in a
the auxiliary channel. Now the crucially factored form, and that's important
important thing is the orthogonality because the factorization in this case

property. By orthogonality we mean that looks exactly like this where the
- the adapted output is orthogonal to the coefficients are the weights that are

*.. auxiliary channel, i.e. if you take the cross- actually formed in the nodes. And what
correlation average with the complex that means in turn is that it is also trivial

- conjugate of the auxiliary channel, it's to invert this because the inverse of each
- zero, assuming Gaussian statistics. The factor is the same factor with the off
- reason that is important is because if I diagonal terms replaced by their negative.

now form this type of structure using that As such the inverse is trivial.
notation, it means that all of the outputs So far I've shown a generalized

- ~in Slide 4 are mutually orthogonal, whichSofrIv shw ageraidin Se 4 aretally thg aluwhic sidelobe canceller. Now consider a system
can be shown by extending the argumentof elements
for the two channel case. Note that any th au ethat generate multiple beams. Figures 8-10
transformation (T) for which the first row":,show the substantial savings that is
of the inverse is equal to desired steering
vector is suitable. And that in turn can be realized by operating in beam space.
effected via a trivial transformation. This Figure 11 shows the Widrow type
completely generalizes the concept of configuration suitable for utilizing a pilot

..o
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signal in communication systems.

One final word, I want to go back to
this because my caveat was that one
cannot get beyond 50 mHz using digital
techniques for wideband spread spectrum
systems. The caveat is, that this limitation
does not apply when using frequency
hopping as a method of getting spread

. spectrum. So Ill put up this diagram again.
It hypothesizes that you have both
frequency hopping and you have some
sort of coding at each given frequency
whether it's a PN code or a formulation of
a Reed-Solomon coding like in JTIDS or
any other coding scheme. The point here
is that because you can make the network

,. work very rapidly, as long as the time
interval between frequency hops is longer
than 2N times the number of samples
times 1 over the bandwidth. you have the
property that you can save data, can solve
the problem at low bandwidth. and
reprocess the data for each frequency
step. So for frequency hopping systems.
you can indeed potentially dramatically
relax the requisite A-D converter speeds.

"- '.J Of course that means the receiver has to
switch frequency with the a priori known
sequence of frequency steps. You're
obtaining a higher bandwidth simply
because, in effect, you're not having to

*; process each frequency step in parallel
which premises that you know a priori the
order of the frequencies that are being
received. This in turn implies that you are

"" already somehow synced. So that finishes
my discussion and takes you to Irving
Reed who will tell you how to combine the
process of adapting with synchronization
to overcome this problem which I have
introduced. Finally, we'll show you an
algorithm that can be implemented with
this same generalized orthogonalization
discussed here.
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Conventional (GS) network without (P)

- r-3 pilot signal

" %

(Adapted Beam
Output)

SIGNAL MAINTENANCE MITh A PILOT SIGNAL
(Woodrow Configuration with GS)

SLIDE I1

4ANGLE ESTIMATION APPROACHES

I (A) a SCANNING

0 Null Seeking

* Off Axis Mono Pulse

(X) * RAngle',- E s t im a t e
9 .

(B) s MULTIPLE BEAM

s Multiple Beam Variation of (A)

o Rod Davis Algorithm

e Amplitude & Phase Distortion of

(X) Corrected (MLE)

~SLIDE.12
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A DIGITAL ADAPTIVE ARRAY PROCESSING ALGORITHM

FOR COMMUNICATIONS

IRVING REED: This talk is an algorithm. One starts with a set of pilot
outgrowth of an idea that Larry Brennan signals or signals one wants to correlate
and I had when one time we looked at the against. The best mean square filter
JTIDS problem: About 3 and a half years weights are then obtained by a set of time

; ago we had a Naval Air Systems correlations. In Figure 3 one has a box that
Command contract which was monitored might be a digital processor. In a
by Jim Willis. Our primary work had been communication system before
in adaptive arrays as applied to radar, but synchronization one has two hypotheses.
one year Jim Willis decided he should also Either a signal is now arriving or one has
be concerned about communications. So noise only. There are N elements in the
we looked at the various possible spread- array and K input samples for each of
spectrum communications applications of these N elements.
adaptive antennas. Since I knew a little In Figure 4 the signal transmitted is
about JTIDS at the time, I suggested we the sequence P and S is the signalthlookeatewhatcouldabeddonewithhsuchgaac
look at what could be done with such a direction vector. For a linear array this
system. What we did was to devise anadaptive algorithm scheme using antennaan array ofaruphasors looking in the direction of the

V,. elements that in the presence of jamming, .,signal. However, this angular information is
and interference would automatically make not required to be known in the criterion.
synchronization and the selection of
signals possible. At the outset I want to The idea of this algorithm is
mention that the idea for this talk is in a straightforward see Figure 5. It's an
paper published in the IEEE Trans. on extension of a Wiener least squares
Aerospace and Electronics systems. The estimation scheme to a multiple
title for this paper is, "An Adaptive Array hypothesis criterion. For signal selection
Signal Processing Algorithm for one selects one signal from among a set
Communications,' Vol. ASAT, January 1982. of L possible signals that have been

transmitted. For synchronization one
*.. .*- The important property of this selects one waveform from among

nulling technique is that it does not
require a knowledge of signal direction. At different phases of a header sequence. If
thqure sae tmede oalgorithm xiizs A one uses the appropriate header sequence,
theprobabiliyof s ignth alorlctitm ma s L different filters are needed to determine," ' the probability of signal selection and/or thtieopastatheeqncws
,'-'. -the time or phase that the sequence wasK., synchronization. The implementation of transmitted.

this technique I won't explicitly talk about.
John Bailey has already done this very The algorithm requires that the mean
well. Needless to say, such a system square error be found between a weight
could utilize a digital processor system vector times Xk and the header sequence
somewhat like JTIDS now Is configured. Pk" Then one minimizes with respect to

*, both W and ,. The minimization over the'.'.The present adaptive algorithm for
T s a a htwo parameters W and , is accomplished

, communications is related to the standard in two steps. First minimize with respect
adaptive array algorithm which utilizes a

IN .pilot signal. This is the technique which
was devised by Widrow. It is the so- As shown in Figure 5, the actual

called LMS or adaptive Wiener filter error that one observes for the tth signal

".%. %
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is essentially a quadratic form. M is the the true covariance matrix of the noise.
estimated covariance function and this The probability distribution can be
other term XP, is the sampled correlation represented as a confluent hyper-
between the actual received data and the function. This fact was used by

-. signal itself.gemtisia iMartin Cohen for calculation purposes. For
If one minimizes over , one can see the incorrect codes one doesn't know the

now that it would be nice to make this correct probability density. We only know

quadratic form independent of the signal the density when the incorrect signal
structure. This is achieved by assuming equals zero. Or in other words, this density

. the sequences P ,k are mutually orthogonal. is accurate only for a small input SNR.
If these sequences are not actually However, assuming this to be true (see
orthogonal, the present analysis is still Figure 10) one can obtain an estimate of
approximately correct. If the L signals, the probability of making a correct

S. which can be either time shifts of a decision among the L possible codes.
header sequence or the M signals in the I must apologize for some of the
communication process, are assumed to
b ocbcomputer plots. This contract ended over 2".be orthogonal, the constant PRP' becomes

o a years ago, and the computations were
done, and one gets one minus a simple done on a Pet computer after the contract

quadratic form to minimize with respect to ended Martin Cohen, remarkably enough,
. wrote a plotter program for the Pet

maximization of the quadratic form. To
recapitulate in Figure 6 first form the computer. In Figure 11 are shown

-,' 'probability densities as a function of p
covariance matrix, next estimate it's signal p it geneal a or p
vetrfral9 n hnfr h egt where p is the generalized SNR. For p
vector for all . and then form the weights equal to zero this is a symmetric

. W2, for all L. Finally form for all possible distribution, and as p, the generalized
signals and then maximize with respect to output SNR gets larger, these distributions

shift to the right. Since p lies between 0
To recapitulate again in Figure 7 so and 1, they get closer and closer to 1.

that everyone understands, compute 0, The integral in Figure 10 I like to call
on up to qL. To do this, compute the the N-horse integral. A similar integral
covariance matrix, form the correlation, can be used to compute the probability
and form the Z, quadratic forms. Here Z is that any one horse will beat all the other
the number of codes to be tested, and N horses of horse race. This integral is
is the number of elements in the array. presented in Figure 11 for various values
Finally K is the number of samples in the of p. p goes from 0 to 64. The number of

, train that the algorithm observes.t h a t eelements is N-8. As you can see, with the

Larry and I, after a great deal of output SNR and the number of alternative
work managed to find most of the symbols sufficiently large one gets a
probability distributions needed to analyze relatively small probability of error.
this problem, not perfectly, but almost. In
Figure 9 we found by methods pioneered Acually this desn t the wole*by Goodman for the complex Wishart story, and for this reason I made some
distribution f the cpbleitsit more viewgraphs last night. However,
distribution, the actual probability density before presenting them, note that from
as a function of p where p is the Figure 12 there are still a number of

2 generalized SNR, K is the number of unsolved problems. We don't know exactly
samples, and A2 is the signal power. p is

* the so-called generalized SNR and M is the probability distribution of the output

-. .t ' . - so . * ": . . ", ,, . ., . •
, . * '". -".",,',',. '.' " - j., . . . - , , '! , ,.': '"; , , " ''. ,"', .
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which includes precisely the effects of in the direction of the signal and S, points
signals on the covariance matrix. This is a in the direction of the jammer.
problem we have so far not been able to

.~ .~ slve Howver we did ind theWith a little effort. and this is not
solve. However, we did find the exact, one can show for a linear array see
characteristic function for such a Figure 15 that 82 is approximately a sync

".. ".-. probability distribution. There is also a Functio wher 2 is therdiene i the• function where 6 is the difference in the
* problem associated with the sampling sines of these two angles. B2 peaks up

misalignment time which hasn't been and has a "beam width". which is a
*. analyzed. Someday, if there is sufficient, .. ..- function of the difference in these two
, interest, we will have to carry out a angles. If one ignores contributions

simulation of this problem, outside this main beam and assume & has
** Another way of looking at this the uniform distribution, the average of 82

problem is to find an improvement factor. is roughly 1/4. Thus approximately the
Suppose in Figure 13 that P0 is the average gain is in the order of

:" ~ receiver noise power and P1 is the jammer approximately 3/4 N times P1/P 0 . An
noise power. Then for jamming, the SNR example of how much gain one can get,

0,. before adaptation P, is much greater than assume 4 elements, and P1/P 0 =10 2. The
i P0. P1 could be quite a bit greater, like 30 average gain of such a system is roughly

dB greater, and the SNR at the output of a 24 dB.
"-** .*;. standard 1 element receiver would have A lot more work is needed on this

this SNR. The SNR with adaptation would adaptive criterion. There is certainly a
be this generalized SNR which is called p need for a simulation of this concept

i in our paper. In this formula I mean by So  We've found some of the analytical
the steering vector in the direction of the problems associated with this problem to
signal source. For a linear array, as I be hard. Though the distributions we'vebenioe hard Thug preiou distibuion thesve
mentioned in a previous slide, these are found are clever, it's about the end of the

" the phasors for a linear array pointed in
direction 80. I define wha,, might be called line of where analysis can go. That's about

14 the adaptive gain G which is the SNR, allI have time to say for the present.
adapt, over SNR, not-adapt. With this WEBER: Any questions or
definition of G one can make a comments?

*1';" performance improvement analysis For the SIMON: Could I ask you to go back
signal jammer case (see Figure 14) the

covariance function is the receiver noise
times an identity matrix plus the jammer REED: As I said, I did this only

power times a steering vector S1 which is yesterday in consultation with John Bailey
in the direction of the jammer. In this so I can't give more details at this time.
particular case, SiS* is a rank 1 matrix. SIMON: The result that you have

- One can actually invert this matrix very there, just looking at it quickly seems to
simply and obtain M- 1 in terms of P0 ,S1, N be very similar to the result Applebaum

-": and I-1P1/P 0, the power ratio. With this in originally got in his paper for his
the formula for G one obtains G upon a algorithm. This seems to be a generic
division by S/N, non-adapt. Finally this problem which I haven't seen solved. At
gain function is N times the ratio of least I've played with it and haven't been
wers ies the magnitude of orable to do much with it. How do you do

where B is the magnitude of a normalized these problems when you have more than
" inner product between the two steeringi r ehtone jammer. Basically, how do you invert a

vectors, S and S1. Here vector So points

0 V
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matrix like that when you have more than

one jammer?

REED: As I say, you just add more

terms, like this term here. There is a
standard technique for inverting such
matrices

SIMON: 2 jammers at different
powers at different locations?

REED: Right. Actually there's a paper
by Zaum where he does exactly that. He
does the explicit matrix inversion.

SIMON: I'd like to see that.

REED: It's in the IEEE AES
Transactions. I think. I don't remember the
exact reference. But it can be done bv a
similar means It's an extension. which
makes use of the fact that you have rank 1
matrices.

St
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bA bITAL AIIA TIV* AnKA !fS6INd AL6WfTHM
-A FOR COMr.:N'CAT!ONS

A0 NULLS JAMMERS AND INTERFERENCE

* .4. 0 DOES NOT REOUIRE KNOWLEDGE OF SIGNAL DIRECTION

0 MAXIMIZES PROBABILITY OF CORRECT SYMBOL SELECTION
pOR SYNCHRONIZATION

0 DIGITAL PROCESSOR

FIGIURE I

i DIGITAL ADAPTIVE ARRAY -SAMPLE COVARIANCE M4ATRIX ALGORITHM

I.k

Xk  ( ) colum vector of kth sample of element outputs

Xn
k

* " " ~X * sa•pl covariance matrix
kol

'-"p- *( Z~ x kt' sample of pilot signal
kelS-.

z W * X a *rray output

FIGCUE 2
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AID A/D A/C

"xIlk I "2kI I"k I

,

Digitil Processor

Pk Store set of array outputs
1-"*

Test different codes (symbols or synch times)

(. [Choice of symbol or synch time

ADAPTIVE ARRAY PROCESSOR FOR COMMUNTtATIONS

" FWIR~E I

During one symbol 1qterval:

I k - colum vector of array outputs (k...

I k  a N k  + ISPok

Nk a column vector of noise compcnts (complex)

a M unknown signal amplitude (complex)

S signal diection vector

" th
"c ' k sample of cor ct Itransmltted) code

For a linear array with element spacing d

.qS.
i i  S • T sine

L )
(A(N-)sine

"; ~l~FI6LE 1!
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Test L diffefmnt codes, f-1.2.... L

P 1  PlIP12"".Pk

PL ' PLPPL2 .... PLk

Find weights for I th code such that

9 1(w) * I W*Xk . pkI 2  is minimumn
kal

W, WI. N P Minimize$

.. *. c1 N( ) PIP - PI1 XPI

.k.,
. were 1 E x

: ' "" k k k

p, K X kf

k-1

FIGURE 5ai,

: '. ..:. .

Form sample covariance matrix. M. and estimated signal vector Xp1

a I 1 K

M 2.: XkXk , same for all codes. A
• k-1

p! _ I t-1L .,2.... ,L

Weights for code 1. Wj

A a'

Output for code

pLA 1 N -I

Average signal power In output qA

q . P;(w*x) • t X M

, ' "FIIlRE6

e6
6.0.
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*IWL Pj pi * t k' ) N pt)

Let p -1L.... L) be pure phase codes and orthogonal

, Pt I

.0 *m

For each code pp2, ...P LO find WL which minimizes CL

Select as correct code the p1 for which r, Is minimum where

.1-,

or for which

J "I is xA.PMU

To compute qlq2,,..qL:

Form and invert ; once

kk

I is hermitian NON matrix

Fore L Ipg colum vectors

Form L quadratic forms, q

4:j

Select I with largest q, as correct output

, . L a number of codes tested

*, N a numter of elements in array

K s number of samples

ii.

V'.
4.
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For correct code. probability density Is:

a "
Plq W e-q ljitK-,1l1j qN O'~ -qllN

m o o ~ ~ l K - -) O -< q <

j Klal2 S*M1S

". " - nu ,r of samples

lal signal amplitude
5 a signal steering vector

N a true covariance matrix of noise

q aq PLX M~ XPj contains a signal component

X a N +aSP.

-F
SXPL a aS 0 (true mean)

FIGURE 9

4.'I

* -For incorrect codes, probability density Is:

Polq) a (1's 4 s(F'- KN+
(K-N )I (N- )

q Contains no signal component, Xpj 0 (true mean)

" .'* Probability of correct decision among L codes Is:

q L-1

' -" * Mq, P Po(s)ds dq

0 0

S In

".tooV

°. ° °%
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i 9: 4 ......

ft.' ALH -1. -8 ......

ING~P 0CNIV US. 10 s t
I 3 . 4 . 3 . 3 .

H ACC.I.. *1 a. 1 0

Probabilities of Error NIn Symbol Seection

•~~ ~ aI NoHA• . Samles a 11

II .I11111 ~ ~ .2ill .41 III i41 III lll

P, 03 * N . SNampL PON CON6*4

N A-h a No. Elements a 8

No. Alternative Symbol

" P.NO a $IN Ratio

FIGUJRE II

~UNSOLVED THEORETICAL PROBLEMS RELATINGTO THE DIGITAL ADAPTIVE

B ARRAY ALGORITHM

SPROBBILITY DISTRIBUTION OF OUTPUT (OR q) FOR WRONG

HYPOTHESIS, INCLUDING EFFECT OF SIGNAL ON
A CCOVAR!ANCE MATRIX

PrO SAMPLING MISALIGNMENT IN TIM E

.,

s OLEFFECT OF CORRELATION OETWEEN DIFFERENT OUTPUTS (OR q)

FIGURE 12
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ADAPTIVE GAIN

0 S/N WITHOUT ADAPTATION (SINGLE ELEMENT):

(S/N).......... KIA
ADAPT Po+P 1  P1

WHERE Po Is RECEIVER NOISE POWER

P1 IS JAMMER NOISE POWER

K Is NUMBER OF WAVEFORM SAMPLES

"A12 IS SIGNAL POWER/SAMPLE

8 S/N WITH ADAPTATION (N ELEMENT ARRAY):

S/N)ADAPT a KIAI2 SO M So sp

WHERE M IS COVARIANCE MATRIX FOR RECEIVER AND JAMMING NOISE,

SO IS STEERING VECTOR TO SIGNAL SOURCE

0 FOR LINEAR ARRAY 2

S [. 2 vI D SIN 00 2iiD(N-1)SIN 00

** a ADAPTIVE GAIN - 6

t ~ (S/N)ADAPT,/ (S/N)A~-o~

GR-1

.. -, . , ' . , ,. , .. . , - . ,, , - .,. '.. - .. ,, -, . , ,?F-, I GUR.,E 13 ..".... "
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G FOR SINGLE JAMMER CASE

* COVARIANCE MATRIX:

0'-Po I + , P1 S S

WHERE I IS IDENTITY MATRIX

Sl IS STEERING VECTOR TO JAMMER

- I INVERSE OF M:M-1
M

1 
-PO 1 + Nip

,I.

, WHERE P , 1Po

6 P (S/N)ADAPT,

!PO 1 + ;JN

* FOR P>>o GAIN iS:

G - N.UIl-P 21

WHERE 3 I'S P:AGNITUDE OF NORMALIZED INNER PRODUCT OF VECTORS 
So AND S1 .

FIGURE IL4

* FOR LINEAR ARRAY

N2 N2 -oA
SIN 2  '

SINC2 (snp)

WHERE - SINO1 - SINOo

- ASSUME A HAS UNIFORM DISTRIBUTION

AVE (p2) f1t
4

* AVERAGE ADAPTIVE GAIN

GAVG N P/Po

" EXAMPLE N - 4, P/Po - 102

GAVG 3 X 102  S. 24 DB

FIGURE 15
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GENERAL DISCUSSION

I BEDROSIAN: I'm unencumbered by about the possibility of ARQ where you
the need to do any work in this area. In ask the transmitter to repeat. I think
fact I'm further unencumbered by not Seymour felt that maybe the return link
really being familiar enough with the was not reliable enough to do this, so this
material so it becomes difficult for sounded analogous to that in that the

, someone like myself to ask questions for receiver with the suitable recording, say,
* ~fear that you're going to say something and then massaging over and over again

silly or trivial. I had a thought yesterday by different processing algorithms. This
and I chatted with Bob Price about it and would essentially achieve ARQ type
he encouraged me to put it before the operation by ultimately hitting the right
group. It came about in the discussion I combination of nulls and so forth and
think I heard yesterday about what do you finally receiving the message. So Ed asked
do when you get this variety of jammers me what kind of measure could tell you

* of different types with whom you have to when you were on the right one And it
cope ? You've selected a coding scheme occurred to me that error-detection is
and then as I hear the speakers there are duck soup, I mean we all slave over error-
a variety of ways you can decode, there correction but error-detection to a level
are a variety of ways you can process the where the undetected error probability is

* -,. signal, some are good against one type of essentially zero or 10-" Something like
jamming, some are good against another that is duck soup. So I suggested to Ed
type of jamming, and many of the talks that that could be his measure that you
seem to hinge on what you should do. would simply look at the final result and
And while you can calculate everything see if it had any residual errors in it or
you need to calculate, my question would not. Of course if they all had residual

- become, as an outsider, "Why not do them errors you would have failed but if there
all?" Process every different way you can were only one of them, or any set of them
think of. You've collected the received happened to have an indication that there

, data. From my superficial view of it, I'd say were no residual errors then you would
that that might not be a bad idea except have accomplished your mission.
that when you are done, I can appreciate

- that having processed every different way E w tn savem ing hat
you oul thnk f, ou sil ay ot now I was trying to save money by hoping that: you could think of, you suil may not know

. there would be enough time to repeat andwhich one of these is the best processing thererocessng and repen and_.- ,.'.try the reprocessing and reprocessing. And
method. And after a while I remembered I'm glad you asked the question about how

-* error-correction, so I'll ask this question.:- .- do we record it because that uses
Isn't it possible to code in such a way that.... :-isomething like optical link communications

- one can look at the variously processed which hasn't come up in this meeting at
outputs and derive some measure as to all. And it might be worthy of study.
which of these is the best? Then you can=" -'.There used to be wideband recording for
use that one to the exclusion of others.
W o we sradar data. Some one might look at that as'. What I don't know are the details about
how to dta resort, that would be expensive, and
how to do this. Bob had some thoughts. wouldn't use magnetic recording. So thatDo you want to add those now ?

was a thought.
" S Oi PRICE: I thought it was a very

n q i e e m h aAnd I'd like to also take this
nice question he posed to me that hadn't opportunity to throw out a gem I learned
occurred to me. Although I had asked
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about this morning. And it's completely small.chunks, the post-processor circuitry
non-military, but those of you in the is simpler. You tend not to have really the
business might like to know this that City whole front end of the receiver be so
Bank in New York has under contract a tightly controlled across the entire band
company which I've never heard of called that you might use it coherently. Hence if
Equatorial Radio Inc. They are looking into you try to do coherent frequency hopping
the possibilities of spread spectrum you might have a serious problem in
communications for local looping from terms of the cost of the system.
satellites to small dishes on the ground, PRICE: You could have a coherent
presuming there's no jamming threat frequency hopper on the transmitter. If the
there. City Bank has a policy of never cost of coherent frequency hopping could
using the telephone company if they can come down, the receiver could receive the
help it. They feel that spread spectrum has signal and ignore the coherence if it
some answers for them in the semi- wanted to but in some applications for
cryptology area. It's very preliminary and super fine ranging it might be able to take
they've cautioned me not to go gung-ho advantage of the coherence. So I guess

ton this the way Hewlett Packard has, but it
• .my argument is that coherent frequency

was interesting for me to know. that. hopping can't hurt and might help.

COMMENT: A representative from PURSLEY: I'd like to make a few
Equatorial was at that Long Island spread":" pecrumconerece acoule f weks comments on the parallelism. I've actually
spectrum conference a couple of weeks bensuygthsfrRd-omn:'-" been studying this for Reed-Solomon

ago and they are doing more than lookingintoit.The aremakng gros o 95 codes where the simplest scheme is to
into it. They are making a gross of 95 simultaneously try to use channel side
million this past year or something like information to make erasures and feed it

'-" that. I mav even be remembering thist I y n e e t into an erasure correcting algorithm at the
wrongly, but they made money this past same time. At the same time you can
year and they use a 2-foot dish which you make hard-decisions on the M-ary

"' can buy for $2,500. 1 have a brochure on
a n by for s. symbols by going to an error-correction

this in my briefcase, algorithm. Now one advantage of Reed-

GAYLORD HUTH: City Bank thinks Solomon codes is that with high
this is a good investment of their venture probability if there is an error-rate that
capital. Something might come out of it. will not decode. it will not map into
One other thing that wasn't mentioned in another code word. So you don't need the
the conference. I may have been out of error-detection, it's automatically built in
the room. It was about coherent frequency and it works very well. I've looked at the
hopping and coherent frequency performance of that kind of system for
synthesizers. They are very expensive but both jamming and also for multiple access
is there any reason to push them along interference and have some papers written
the way we might push recording systems on that subject. But I think much more can
along? be done, and I think it is the right way to

JOHN CAFARELLA: One of the go. The adaptivity is put at the receiver,

reasons you might go to frequency who knows what's going on. The

K hopping for very light spreading as transmitter sometimes has difficulty
knowing when its being jammed and when

opposed to a direct sequence is that you it isn't. However, the receiver can sit there
can cover that large bandwidth with and do anything he wants and process thischeaper components. Aside from the fact
troewith lots of parallelism. In many cases the"i~i that you are only covering the band in
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receiver will know the right answer
* because the decoder will tell him that itfs

hung up, I can't decode, so he forgets that
word.

WEBER: Anyone else ? O.K. Thank
you for attending.
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